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Preface

Experimental measurements can be vexatious, and a textbook about experimental
methods cannot alleviate all the problems that are perplexing to the experimental
engineer. Engineering education has placed an increased emphasis on the ability of
an individual to perform a theoretical analysis of a problem. Experimental methods
are not unimportant, but analytical studies have, at times, seemed to deserve more em-
phasis, particularly with the enormous computing power that is available. Laboratory
work has also become more sophisticated in the modern engineering curricula. Con-
ventional laboratory courses have consistently been changed to include experiments
with rather elaborate electronic instrumentation and microprocessor- or computer-
based data acquisition systems. Surprisingly enough, however, many engineering
graduates do not seem capable of performing simple engineering measurements with
acceptable precision. Furthermore, they are amazingly inept when asked the question:
How good is the measurement? They automatically assume the results are accurate
to the number of digits displayed in the computer printout.

This book represents a first survey of experimental methods for undergraduate
students. As such, it covers a broad range of topics and may be lacking in depth on
certain topics. In these instances, the reader is referred to more detailed treatments in
specialized monographs.

It is important that engineers be able to perform successful experiments, and
it is equally important that they know or be able to estimate the accuracy of their
measurements. This book discusses a rather broad range of instruments and experi-
mental measurement techniques. Strong emphasis is placed on problem solving, and
the importance of accuracy, error, and uncertainty in experimental measurements is
stressed throughout all the discussions. The book is generally suitable as an accompa-
niment to laboratory sessions oriented around the specific experiments available at a
particular institution. Portions of the text material may be covered in a lecture session.
The lectures would be concerned with the principles of instrumentation, whereas the
laboratory periods would afford the student an opportunity to use some of the devices
discussed in this text and laboratory manuals that may be available to faculty planning
the course. The particular experiments, or the instruments used in the laboratory peri-
ods, will depend on the facilities available and the objectives set by each curriculum.A
mathematical background through ordinary differential equations is assumed for the
text developments, and it is expected that basic courses in thermodynamics, engineer-
ing mechanics, and electric-circuit theory will precede a course based on this text.

Whatever the course arrangement for which this text is applied, it is strongly
recommended that the problems at the end of each chapter receive careful attention.
These problems force the student to examine several instruments to determine their
accuracy and the uncertainties that might result from faulty measurement techniques.
In many instances the problems are very similar to numerical examples in the text.
Other problems require the student to extend the text material through derivations,

xv
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xvi Preface

design of experiments, and so on. The selection of problems for a typical course will
depend, naturally, on the types of experiments and laboratory facilities available for
use with the course.

A few remarks concerning the arrangement of the text material are in order. A
brief presentation of all topics was desired so that a rather broad range of experimen-
tal methods could be discussed within the framework of a book of modest length.
Chapters 1 and 2 provide initial motivation remarks and some brief definitions of
important terms common to all measurement systems. This discussion includes basic
concepts of dynamic response in zeroth-, first-, and second-order systems.

Next, a simple presentation of some of the principles of statistical data analysis
is given in Chapter 3. Some of the concepts in Chapter 3 are used in almost every
subsequent chapter in the book, particularly the concept of experimental uncertainty.

Chapter 4 presents several simple electrical-measurement and amplifier circuits
and the principles of operation of typical electric transducers. Many of these transduc-
ers are applicable to measurement problems described in later chapters. Chapters 5
and 6, concerning dimensional and pressure measurements, offer fairly conventional
presentations of their subject matter, except that numerical examples and problems
are included to emphasize the importance of experimental uncertainty in the various
devices. Flow measurement is discussed in Chapter 7 in a rather conventional man-
ner. A notable feature of this chapter is the section on flow-visualization techniques.
Again, the examples and problems illustrate some of the advantages and shortcomings
of the various experimental techniques. Chapter 8 is quite specific in its discussion of
temperature-measurement devices. Strong emphasis is placed on the errors that may
arise from conduction, convection, and heat transfer between the temperature-sensing
device and its thermal environment. Methods are presented for correcting these
errors. Chapter 9 is brief but gives the reader an insight into the problems associ-
ated with transport-property measurements. The material in this chapter is dependent
on the measurement techniques discussed in Chapters 6, 7, and 8. The material in
Chapter 9 could be dispersed through the three previous chapters and still achieve a
balanced presentation; however, it was believed best to bring transport properties and
thermal measurements into sharper focus by grouping them in one chapter.

Static force, torque, and strain measurements are discussed in Chapter 10. The
strain measurements are related to some elementary principles of experimental stress
analysis, and the operation of the electrical strain gage is emphasized.

Some of the elementary principles of motion- and vibration-measurement
devices are discussed in Chapter 11. Included in this presentation is a discussion
of sound waves, sound-pressure level, and acoustic measurements. The inclusion of
the acoustics material in Chapter 11 is somewhat arbitrary since this material would
be equally pertinent in Chapter 6.

Chapter 12 discusses thermal- and nuclear-radiation measurements. The presen-
tation is brief, but some of the more important detection techniques are examined,
and examples are given to illustrate the important principles. A short presentation of
the statistics of counting illustrates the importance of background activity in nuclear-
radiation detection. The thermal-radiation measurements are properly related to the
temperature measurement material in Chapter 8.
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Preface xvii

Chapter 13 presents some of the measurement techniques that are used in
air-pollution-control applications. Suchmeasurementsmake use of the basic pressure,
flow, and temperature measurement techniques discussed in Chapters 6, 7, and 8. The
importance of electronic data processing and its relation to the basic electrical mea-
suring devices of Chapter 4 are discussed in a general way in Chapter 14. Because the
fields of electronic microprocessors and data acquisition systems change so rapidly,
the discussion follows a fairly general pattern. A glossary of terms is given that is
applicable to a number of acquisition systems.

Since all experimental work must be reported in some form, Chapter 15, on
reports and presentations, has been given in a general format that will apply to several
applications. This material includes information on graphical and oral presentations
as well.

Some remarks concerning units are in order. There is no question regarding
the desirability to move toward the adoption of SI (metric) units wherever possible.
Accordingly, the educational systemmust anticipate thismovement and teach students
to operate in SI. Courses in analysis (fluid mechanics, heat transfer, mechanics, and
so on) can adopt SI as the primary system with appropriate conversions to the old
English system. The experimental engineer may have a more cumbersome task. One
does not buy new instruments, gages, or meters just to change to SI units. Unhappily, a
common practice is to operate in a mixed system of units that combines SI and non-SI
metric with English units, which are coupled to empirical design relationships at hand.
This means that the experimental engineer will be operating in a “bilingual” mode
for many years. In addition, many field engineers do not want to change to SI and
will not change until they are forced to do so. Of course, companies heavily involved
with export markets, like the auto industry, are already heavily into SI units. It is in
recognition of these facts that I have chosen to mix SI and English units throughout
the book, even though my personal desire is to change over to SI completely as soon
as possible. There is another problem that the engineer must deal with. Some work is
performed in metric units that are not in the SI system. Examples are the calorie unit
for energy and the kilogram force per square centimeter for pressure. Alas, these are
hazards to be encountered, and one must adapt as best as one can.

In this edition, pruning of comments and topics has been applied throughout.
Recognition is made of the fact that electronic instrumentation and computer-based
data acquisition systems change so rapidly that the experimental engineer is best
served by timely consultation with well-disposed manufacturers of the necessary
instrumentation for their particular application. There are some things that do not
change so rapidly though. Uncertainty analysis and data correlations are still
important. Increased computer power just makes the tasks easier to perform. The dis-
cussions in Chapter 3 concerning data correlations, regression analysis, and graphical
presentations have been expanded considerably, with emphasis on computer genera-
tion of trendlines and least-squares analysis for a number of functional relationships.
Particular attention is devoted to the type of graphical displays that should be used
for different data presentations. This emphasis on adaptation of computer-generated
graphs is carried through to the report writing discussions of Chapter 15 in which
specific examples of graph constructions are displayed that will be applicable to
reports and oral presentations.
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xviii Preface

Chapter 16 on design of experiments remains intact and the author urges the
reader to consult the protocols contained in this chapter in conjunction with studies
of uncertainty propagation in Chapter 3 and the specific measurement techniques
discussed in later chapters. The information in Chapter 16 is quite general as illus-
trated by five diverse examples (case studies) which are offered as applications of the
protocol.

New to This Edition:

• A new section on Fourier analysis has been added to Chapter 2 to reflect the
importance of spectrum analysis of vibrating systems, and to emphasize the
importance of extended frequency response beyond the fundamental.

• A new section on causation, correlations, and curve fits has been added to
Chapter 3 to emphasize the distinction between the three terms, and the respective
utility of each.

• Anew section on radiation effects in humans has been added to Chapter 12 both to
indicate the specific physical impacts of different types of nuclear radiation and
the unit systems employed for measurement of these effects.

• A brief appendix (Appendix B) has been added describing the basics of digital
imaging (photographic) systems. This appendix is then referenced at several
relevant places in the measurement chapters.

• New Examples and 15 percent more problems have been added throughout.
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c h a p t e r

1
Introduction

There is no such thing as an easy experiment, nor is there any substitute for careful
experimentation in many areas of basic research and applied product development.
Because experimentation is so important in all phases of engineering, there is a very
definite need for the engineer to be familiar with methods of measurement as well as
analysis techniques for interpreting experimental data.

Experimental techniques have changed quite rapidly with the development of
electronic devices for sensing primary physical parameters and for controlling pro-
cess variables. In many instances more precision is now possible in the measurement
of basic physical quantities through the use of these new devices. Further develop-
ment in instrumentation techniques is certain because of the increasing demand for
measurement and control of physical variables in a wide variety of applications.

Obviously, a sound knowledge of many engineering principles is necessary to
performsuccessful experiments; it is for this reason that experimentation is so difficult.
To design the experiment, the engineer must be able to specify the physical variables
to be investigated and the role theywill play in later analyticalwork.Then, to design or
procure the instrumentation for the experiment, the engineer must have a knowledge
of the governing principles of a broad range of instruments. Finally, to analyze the data,
the experimental engineer must have a combination of keen insight into the physical
principles of the processes being investigated and a knowledge of the limitations of
the data.

Research involves a combination of analytical and experimental work. The theo-
retician strives to explain or predict the results of experiments on the basis of analytical
models which are in accordance with fundamental physical principles that have been
well established over the years. When experimental data are encountered which do
not fit into the scheme of existing physical theories, a skeptical eye is cast first at
the experimental data and then at appropriate theories. In some cases the theories are
modified or revised to take into account the results of the new experimental data, after

1
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2 C H A P T E R 1 • Introduction

being sure that the validity of the data has been ascertained. In any event, all physical
theories must eventually rely upon experiment for verification.

Whether the research is of a basic or developmental character, the dominant role
of experimentation is still present. The nuclear physicist must always test theories in
the laboratory to be sure of their validity, just as the engineer who conducts research
on a new electronic circuit or a new type of hydraulic flow system certainly must
perform a significant number of experiments in order to establish the usefulness of
the device. Physical experimentation is the ultimate test of most theories.

In many engineering applications certain basic physical phenomena are well
known and experience with devices using these phenomena is already available. Ex-
amples are radiation detectors, solid-state electronics, flowmeters, and certain mech-
anisms. There will always arise, however, new uses for such devices in combination
with other devices, for example, a new type of amplifier or a new flow-control sys-
tem. In these cases the engineer must utilize all available experience with the previous
devices to design the apparatus for a new application. No matter how reliable the in-
formation on which the design is based, the engineer must insist on thorough experi-
mental tests of the new device before the design is finalized and production is initiated.

There is a whole spectrum of tests and experiments which an engineer may
be called upon to perform. These vary from a crude test to determine the weight
of a device to precise electronic measurements of nuclear radioactivity. Since the
range of experiments is so broad, the experimental background of the engineer must
be correspondingly diverse in order to function effectively in many experimental
situations. Obviously, it is quite hopeless to expect any one person to operate at a
high level of effectiveness in all areas of experimental work. The primary capability
of a particular individual will necessarily be developed in an area of experimentation
closely connected with that person’s analytical and theoretical capability and related
interests. The broader the interests of an individual, the more likely it is that that
individual will develop broad experimental interests and capabilities.

In the past there havebeen someengineerswhowereprimarily experimentalists—
those individuals who designed devices by trial and error with very little analytical
work as a preliminary to the experimentation. There are some older areas of engi-
neering where this technique may still prevail, primarily where years of experience
have built up a background knowledge to rely upon. But, in new fields more emphasis
must be placed on a combination of theory and experimentation. To create a rather
absurd example, we cite the development of a rocket engine. It would be possible
to build different sizes of rockets and test them until a lucky combination of design
parameters was found; however, the cost would be prohibitive. The proper approach
is one of test and theoretical study where experimental data are constantly evaluated
and compared with theoretical estimates. New theories are formulated on the basis
of the experimental measurements, and these theories help to guide further tests and
the final design.

The engineer should know what to look for before beginning the experiments.
The objective of the experiments will dictate the accuracy required, expense justified,
and level of human effort necessary. A simple calibration check of a mercury-in-
glass thermometer would be a relatively simple matter requiring a limited amount
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C H A P T E R 1 • Introduction 3

of equipment and time: however, the accurate measurement of the temperature of a
high-speed gas stream at 1600◦C (2912◦F) would involve more thought and care. A
test of an amplifier for a home music system might be less exacting than a test of an
amplifier to be used as part of the electronic equipment in a satellite, and so on.

The engineer is not only interested in the measurement of physical variables but
also concerned with their control. The two functions are closely related, however,
because one must be able to measure a variable such as temperature or flow in order
to control it. The accuracy of control is necessarily dependent on the accuracy of
measurement. Hence, we see that a good knowledge of measurement techniques is
necessary for the design of control systems. A detailed consideration of control sys-
tems is beyond the scope of our discussion, but the applicability of specific instruments
and sensing devices to control systems will be indicated from time to time.

It is not enough for the engineer to be able to measure skillfully certain physical
variables. For the data to have maximum significance the engineer must be able to
specify the degree of accuracy with which a certain variable has been measured.
To specify this accuracy the limitations of the apparatus must be understood and full
account must be taken of certain random and/or regular errors which may occur in the
experimental data. Statistical techniques are available for analyzing data to determine
expected errors and deviations from the true measurements. The engineer must be
familiar with these techniques in order to analyze the data effectively.

All too frequently the engineer embarks on an experimental program in a stum-
bling blind-faith manner. Data are collected at random, many of which are not needed
for later analysis. Certain ranges of operation are not investigated thoroughly enough,
resulting in the collection of data which may have limited correlative value. The engi-
neer must be sure to take enough data but should not waste time and money by taking
too many. The obvious point is that experiments should be carefully planned. Most
experimentalists do indeed plan tests with respect to the range of certain variables that
they will want to investigate. But they often neglect the fact that more data points may
be necessary in certain ranges of operation than in others in order to ensure the same
degree of accuracy in the final data evaluation. In other words, the anticipated meth-
ods of data analysis, statistical or otherwise, should be taken into account in planning
the experiment, just as one would take into account certain variables in designing
the physical size of the experimental apparatus. The engineer should always ask the
question: How many data do I need to ensure that my data are not just the result of
luck? We will have more to say about experiment planning throughout the book, and
the reader should consider these opening remarks as only the initial motivation.

A few remarks concerning experimental research are in order at this point. It
is very difficult to describe the atmosphere and technique of performing research.
For, unlike standard performance testing where experiments are conducted according
to some well-established procedure, in research there is seldom a clear-cut way of
proceeding. Each problem is a different one, and if the research is worthwhile, it has
not been attacked extensively before.Thismeans that the engineer engaged in research
must be prepared to face numerous experimental difficulties of varying complexities.
Some desirable objectives of the research may have to be relaxed because of the
unavailability of instrumentation to measure the variables involved. Many seemingly
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4 C H A P T E R 1 • Introduction

trivial details become significant problems before a new experimental apparatus is
functioning properly. One of the most basic problems is that the engineer seldom
gets to measure in a direct manner the variable he or she really wants. There are
always corrections to apply to the measurements, and seldom do they fall into the
category of “standard” corrections. One trivial detail piles on another until the whole
experimental problem takes on a complexity which is usually not anticipated at the
start of the research. Again, we state the truism: There is no such thing as an easy
experiment.

Neophyte experimentalists frequently assume that a certain experiment will be
easy to perform. All they need to do is hook up the apparatus and flip the switch, and
out will come reams of significant data which will startle colleagues (or supervisors).
They do not realize that one simple instrument may not work and thus spoil the
experiment. Once this instrument is functioning properly, another may go bad, and
so on. When the apparatus is functioning, neophytes are then tempted to take data at
random without giving much consideration to the results that they will want to derive
from the data. They try to solve all problems at once and vary many parameters at
the same time, so that little control is exerted on the data and it eventually becomes
necessary to go back and do some of the work over. The important point, once again,
is that careful planning is called for. In experimental research great care and patience
will usually produce the best results in the quickest possible way.

The above remarks may appear discouraging to beginners for whom this book
is written. On the contrary, they are intended to advise beginners so that they can
avoid some of the more obvious pitfalls.And, even more important, the intent is to let
the beginner know that some troubles combined with intelligent planning will almost
always lead to the desired results—accurate and meaningful data.

Certainly, not all experimental work is of a “research” nature. The majority of
measurements are performed in routine practical industrial applications. Such mea-
surements call for skill and communication ability as much as research because they
may be very directly related to the profit and loss of a company.

The objective of the presentation in this book is to impart a broad knowledge
of experimental methods and measurement techniques. To accomplish this object a
rather large number of instruments will be discussed from the standpoint of both
theory of operation and specific functional characteristics. Emphasis will be placed
on analytical calculations to familiarize the reader with important points in the theo-
retical development as well as in the descriptive information pertaining to operating
characteristics. As a further means of emphasizing the discussions, the uncertainties
which may arise in the various instruments are given particular attention.

The study of experimental methods is a necessary extension of all analytical
subjects.Aknowledge of the methods of verifying analytical work injects new life and
vitality into the theories, and a clear understanding of the difficulties of experimental
measurements creates a careful attitude in the theoretician which cannot be generated
in any other way.
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c h a p t e r

2
Basic Concepts

2.1 Introduction

In this chapter we seek to explain some of the terminology used in experimental
methods and to show the generalized arrangement of an experimental system. We
shall also discuss briefly the standards which are available and the importance of
calibration in any experimental measurement. A major portion of the discussion on
experimental errors is deferred until Chap. 3, and only the definition of certain terms
is given here.

2.2 Definition of Terms

We are frequently concerned with the readability of an instrument. This term indicates
the closeness with which the scale of the instrument may be read; an instrument with
a 12-in scale would have a higher readability than an instrument with a 6-in scale and
the same range. The least count is the smallest difference between two indications that
can be detected on the instrument scale. Both readability and least count are dependent
on scale length, spacing of graduations, size of pointer (or pen if a recorder is used),
and parallax effects.

For an instrument with a digital readout the terms “readability” and “least count”
have little meaning. Instead, one is concerned with the display of the particular
instrument.

The sensitivity of an instrument is the ratio of the linear movement of the pointer
on an analog instrument to the change in the measured variable causing this motion.
For example, a 1-mV recorder might have a 25-cm scale length. Its sensitivity would
be 25 cm/mV, assuming that the measurement was linear all across the scale. For
a digital instrument readout the term “sensitivity” does not have the same meaning
because different scale factors can be applied with the push of a button. However,
the manufacturer will usually specify the sensitivity for a certain scale setting, for
example, 100 nA on a 200-μA scale range for current measurement.

5
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6 C H A P T E R 2 • Basic Concepts

An instrument is said to exhibit hysteresis when there is a difference in readings
depending on whether the value of the measured quantity is approached from above
or below. Hysteresis may be the result of mechanical friction, magnetic effects, elastic
deformation, or thermal effects.

The accuracy of an instrument indicates the deviation of the reading from a
known input. Accuracy is frequently expressed as a percentage of full-scale reading,
so that a 100-kPa pressure gage having an accuracy of 1 percent would be accurate
within ±1 kPa over the entire range of the gage.

In other cases accuracy may be expressed as an absolute value, over all ranges
of the instrument.

The precision of an instrument indicates its ability to reproduce a certain reading
with a given accuracy. As an example of the distinction between precision and accu-
racy, consider the measurement of a known voltage of 100 volts (V) with a certain
meter. Four readings are taken, and the indicated values are 104, 103, 105, and 105 V.
From these values it is seen that the instrument could not be depended on for an accu-
racy of better than 5 percent (5 V), while a precision of±1 percent is indicated since
the maximum deviation from the mean reading of 104 V is only 1 V. It may be noted
that the instrument could be calibrated so that it could be used dependably to measure
voltages within ±1 V. This simple example illustrates an important point. Accuracy
can be improved up to but not beyond the precision of the instrument by calibration.
The precision of an instrument is usually subject to many complicated factors and
requires special techniques of analysis, which will be discussed in Chap. 3.

We should alert the reader at this time to some data analysis terms which will
appear in Chap. 3. Accuracy has already been mentioned as relating the deviation
of an instrument reading from a known value. The deviation is called the error. In
many experimental situations we may not have a known value with which to compare
instrument readings, and yet we may feel fairly confident that the instrument is within a
certain plus or minus range of the true value. In such cases we say that the plus or minus
range expresses the uncertainty of the instrument readings. Many experimentalists
are not very careful in using the words “error” and “uncertainty.” As we shall see in
Chap. 3, uncertainty is the term that should be most often applied to instruments.

2.3 Calibration

The calibration of all instruments is important, for it affords the opportunity to check
the instrument against a known standard and subsequently to reduce errors in accuracy.
Calibration procedures involve a comparison of the particular instrument with either
(1) a primary standard, (2) a secondary standard with a higher accuracy than the
instrument to be calibrated, or (3) a known input source. For example, a flowmeter
might be calibrated by (1) comparing it with a standard flow-measurement facility
of the National Institute for Standards and Technology (NIST), (2) comparing it
with another flowmeter of known accuracy, or (3) directly calibrating with a primary
measurement such as weighing a certain amount of water in a tank and recording
the time elapsed for this quantity to flow through the meter. In item 2 the keywords
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2.4 Standards 7

are “known accuracy.” The meaning here is that the accuracy of the meter must be
specified by a reputable source.

The importance of calibration cannot be overemphasized because it is calibration
that firmly establishes the accuracy of the instruments. Rather than accept the reading
of an instrument, it is usually best to make at least a simple calibration check to be sure
of the validity of the measurements. Not even manufacturers’specifications or calibra-
tions can always be taken at face value. Most instrument manufacturers are reliable;
some, alas, are not. We shall be able to give more information on calibration methods
throughout the book as various instruments and their accuracies are discussed.

2.4 Standards

In order that investigators in different parts of the country and different parts of
the world may compare the results of their experiments on a consistent basis, it is
necessary to establish certain standard units of length, weight, time, temperature,
and electrical quantities. NIST has the primary responsibility for maintaining these
standards in the United States.

The meter and the kilogram are considered fundamental units upon which,
through appropriate conversion factors, the English system of length and mass is
based. At one time, the standard meter was defined as the length of a platinum-
iridium bar maintained at very accurate conditions at the International Bureau of
Weights and Measures in Sèvres, France. Similarly, the kilogram was defined in
terms of a platinum-iridium mass maintained at this same bureau. The conversion
factors for the English and metric systems in the United States are fixed by law as

1 meter = 39.37 inches

1 pound-mass = 453.59237 grams

Standards of length and mass are maintained at NIST for calibration purposes. In
1960 the General Conference on Weights and Measures defined the standard meter in
terms of the wavelength of the orange-red light of a krypton-86 lamp. The standard
meter is thus

1 meter = 1,650,763.73 wavelengths

In 1983 the definition of the meter was changed to the distance light travels in
1/299,792,458ths of a second. For the measurement, light from a helium-neon laser
illuminates iodine which fluoresces at a highly stable frequency.

The inch is exactly defined as

1 inch = 2.54 centimeters

Standard units of time are established in terms of known frequencies of oscillation
of certain devices. One of the simplest devices is a pendulum. A torsional vibrational
system may also be used as a standard of frequency. Prior to the introduction of
quartz oscillator–based mechanisms, torsional systems were widely used in clocks
and watches. Ordinary 60-hertz (Hz) line voltage may be used as a frequency standard
under certain circumstances. An electric clock uses this frequency as a standard
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8 C H A P T E R 2 • Basic Concepts

because it operates from a synchronous electric motor whose speed depends on line
frequency. A tuning fork is a suitable frequency source, as are piezoelectric crystals.
Electronic oscillators may also be designed to serve as precise frequency sources.

The fundamental unit of time, the second(s), has been defined in the past as 1
86400

of a mean solar day. The solar day is measured as the time interval between two
successive transits of the sun across a meridian of the earth. The time interval varies
with location of the earth and time of year; however, the mean solar day for one year
is constant. The solar year is the time required for the earth to make one revolution
around the sun. The mean solar year is 365 days 5 h 48 min 48 s.

The above definition of the second is quite exact but is dependent on astronom-
ical observations in order to establish the standard. In October 1967 the Thirteenth
General Conference on Weights and Measures adopted a definition of the second as
the duration of 9,192,631,770 periods of the radiation corresponding to the transition
between the two hyperfine levels of the fundamental state of the atom of cesium-133,
Ref. [7]. This standard can be readily duplicated in standards laboratories throughout
the world. The estimated accuracy of this standard is 2 parts in 109.

Standard units of electrical quantities are derivable from the mechanical units of
force, mass, length, and time. These units represent the absolute electrical units and
differ slightly from the international system of electrical units established in 1948.
A detailed description of the previous international system is given in Ref. [1]. The
main advantage of this sytem is that it affords the establishment of a standard cell, the
output of which may be directly related to the absolute electrical units. The conversion
from the international system was established by the following relations:

1 international ohm = 1.00049 absolute ohms

1 international volt = 1.000330 absolute volts

1 international ampere = 0.99835 absolute ampere

The standard for the volt was changed in 1990 to relate to a phenomenon called
the Josephson effect which occurs at liquid helium temperatures. At the same time
resistance standards were based on a quantum Hall effect. These standards, and a
historical perspective as well as the use of standard cells, are discussed in Refs. [15],
[16], and [17].

Laboratory calibration is usually made with the aid of secondary standards such
as standard cells for voltage sources and standard resistors as standards of comparison
for measurement of electrical resistance.

An absolute temperature scale was proposed by Lord Kelvin in 1854 and forms
the basis for thermodynamic calculations. This absolute scale is so defined that par-
ticular meaning is given to the second law of thermodynamics when this temperature
scale is used. The International Practical Temperature Scale of 1968 (IPTS-68) [2]
furnishes an experimental basis for a temperature scale which approximates as closely
as possible the absolute thermodynamic temperature scale. In the international scale
11 primary points are established as shown in Table 2.1. Secondary fixed points are
also established as given in Table 2.2. In addition to the fixed points, precise points
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2.4 Standards 9

Table 2.1 Primary points for the International Practical Temperature Scale of 1968

TemperaturePoint
Normal Pressure = 14.6959 psia = 1.0132 × 105 Pa ◦C ◦F

Triple point of equilibrium hydrogen −259.34 −434.81
Boiling point of equilibrium hydrogen at 25/76 normal pressure −256.108 −428.99
Normal boiling point (1 atm) of equilibrium hydrogen −252.87 −423.17
Normal boiling point of neon −246.048 −410.89
Triple point of oxygen −218.789 −361.82
Normal boiling point of oxygen −182.962 −297.33
Triple point of water 0.01 32.018
Normal boiling point of water 100 212.00
Normal freezing point of zinc 419.58 787.24
Normal freezing point of silver 961.93 1763.47
Normal freezing point of gold 1064.43 1947.97

Table 2.2 Secondary fixed points for the International
Practical Temperature Scale of 1968

Point Temperature, ◦C

Triple point, normal H2 −259.194
Boiling point, normal H2 −252.753
Triple point, Ne −248.595
Triple point, N2 −210.002
Boiling point, N2 −195.802
Sublimation point, CO2 (normal) −78.476
Freezing point, Hg −38.862
Ice point 0
Triple point, phenoxibenzene 26.87
Triple point, benzoic acid 122.37
Freezing point, In 156.634
Freezing point, Bi 271.442
Freezing point, Cd 321.108
Freezing point, Pb 327.502
Freezing point, Hg 356.66
Freezing point, S 444.674
Freezing point, Cu-Al eutectic 548.23
Freezing point, Sb 630.74
Freezing point, Al 660.74
Freezing point, Cu 1084.5
Freezing point, Ni 1455
Freezing point, Co 1494
Freezing point, Pd 1554
Freezing point, Pt 1772
Freezing point, Rh 1963
Freezing point, Ir 2447
Freezing point, W 3387
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10 C H A P T E R 2 • Basic Concepts

Table 2.3 Interpolation procedures for International Practical Temperature Scale of 1968

Range, ◦C Procedure

−259.34–0 Platinum resistance thermometer with cubic polynomial coefficients
determined from calibration at fixed points, using four ranges

0–630.74 Platinum resistance thermometer with second-degree polynomial
coefficients determined from calibration at three fixed points in the range

630.74–1064.43 Standard platinum–platinum rhodium (10%) thermocouple with second-
degree polynomial coefficients determined from calibration at antimony,
silver, and gold points

Above 1064.43 Temperature defined by:

Jt

JAu
= eC2/λ(TAu+T0) − 1

eC2/λ(T+T0) − 1

Jt, JAu = radiant energy emitted per unit time, per unit area, and per unit
wavelength at wavelength λ, at temperature T , and gold-point
temperature TAu, respectively

C2 = 1.438 cm−K
T0 = 273.16 K
λ = wavelength

are also established for interpolating between these points. These interpolation pro-
cedures are given in Table 2.3.

More recently, the International Temperature Scale of 1990 (ITS-90) has been
adopted as described in Ref. [13].

The fixed points for ITS-90 that are shown in Table 2.4 differ only slightly from
IPTS-68. For ITS-90 a platinum resistance thermometer is used for interpolation be-
tween the triple point of hydrogen and the solid equilibrium for silver, while above
the silver point blackbody radiation is used for interpolation. Reference [14] gives
procedures for converting between ITPS-68 calibrations and those under ITS-90. In
many practical situations the errors or uncertainties in the primary sensing elements
will overshadow any differences in the calibration. According to Ref. [13] the dif-
ferences between IPTS-68 and ITS-90 are less than 0.12◦C between −200◦C and
900◦C.

Both the Fahrenheit (◦F) and Celsius (◦C) temperature scales are in wide use, and
the experimentalist must be able to work in either. The absolute Fahrenheit scale is
called the Rankine (◦R) scale, while absolute Celsius has been designated the Kelvin
(K) scale. The relationship between these scales is as follows:

K = ◦C+ 273.15
◦R = ◦F+ 459.67
◦F = 9

5
◦
C+ 32.0

The absolute thermodynamic temperature scale is discussed in Ref. [4].
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Table 2.4 Fixed points for International Temperature Scale of 1990

Temperature

Defining State ◦C K

Triple point of hydrogen −259.3467 13.8033
Liquid/vapor equilibrium for hydrogen at 25

76 atm −256.15 ≈17
Liquid/vapor equilibrium for hydrogen at 1 atm ≈ −252.87 ≈20.3
Triple point of neon −248.5939 24.5561
Triple point of oxygen −218.7916 54.3584
Triple point of argon −189.3442 83.8058
Triple point of water 0.01 273.16
Solid/liquid equilibrium for gallium at 1 atm 29.7646 302.9146
Solid/liquid equilibrium for tin at 1 atm 231.928 505.078
Solid/liquid equilibrium for zinc at 1 atm 419.527 692.677
Solid/liquid equilibrium for silver at 1 atm 961.78 1234.93
Solid/liquid equilibrium for gold at 1 atm 1064.18 1337.33
Solid/liquid equilibrium for copper at 1 atm 1084.62 1357.77

2.5 Dimensions and Units

Despite strong emphasis in the professional engineering community on standardizing
units with an international system, a variety of instruments will be in use for many
years, and an experimentalist must be conversant with the units which appear on the
gages and readout equipment. The main difficulties arise in mechanical and thermal
units because electrical units have been standardized for some time. It is hoped that
the SI (Système International d’Unités) set of units will eventually prevail, and we
shall express examples and problems in this system as well as in the English system
employed in the United States for many years.

Although the SI system is preferred, one must recognize that the English system
is still very popular.

One must be careful not to confuse the meaning of the term “units” and “di-
mensions.” A dimension is a physical variable used to specify the behavior or nature
of a particular system. For example, the length of a rod is a dimension of the rod.
In like manner, the temperature of a gas may be considered one of the thermody-
namic dimensions of the gas. When we say the rod is so many meters long, or the gas
has a temperature of so many degrees Celsius, we have given the units with which
we choose to measure the dimension. In our development we shall use the dimensions

L = length

M = mass

F = force

τ = time

T = temperature
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12 C H A P T E R 2 • Basic Concepts

All the physical quantities used may be expressed in terms of these fundamental
dimensions. The units to be used for certain dimensions are selected by somewhat
arbitrary definitions which usually relate to a physical phenomenon or law. For ex-
ample, Newton’s second law of motion may be written

Force ∼ time rate of change of momentum

F = k
d(mv)

dτ

where k is the proportionality constant. If the mass is constant,

F = kma [2.1]

where the acceleration is a = dv/dτ. Equation (2.1) may also be written

F = 1

gc

ma [2.2]

with 1/gc = k. Equation (2.2) is used to define our systems of units for mass, force,
length, and time. Some typical systems of units are:

1. 1 pound-force will accelerate 1 pound-mass 32.174 feet per second squared.

2. 1 pound-force will accelerate 1 slug-mass 1 foot per second squared.

3. 1 dyne-force will accelerate 1 gram-mass 1 centimeter per second squared.

4. 1 newton (N) force will accelerate 1 kilogram-mass 1 meter per second squared.

5. 1 kilogram-force will accelerate 1 kilogram-mass 9.80665 meter per second
squared.

The kilogram-force is sometimes given the designation kilopond (kp).
Since Eq. (2.2) must be dimensionally homogeneous, we shall have a different

value of the constant gc for each of the unit systems in items 1 to 5 above. These
values are:

1. gc = 32.174 lbm · ft/lbf · s2

2. gc = 1 slug · ft/lbf · s2

3. gc = 1 g · cm/dyn · s2

4. gc = 1 kg · m/N · s2

5. gc = 9.80665 kgm · m/kgf · s2

It does not matter which system of units is used so long as it is consistent with the
above definitions.

Work has the dimensions of a product of force times a distance. Energy has the
same dimensions. Thus the units for work and energy may be chosen from any of the
systems used above as:

1. lbf · ft

2. lbf · ft

3. dyn · cm = 1 erg
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2.5 Dimensions and Units 13

4. N · m = 1 joule (J)

5. kgf · m = 9.80665 J

In addition, we may use the units of energy which are based on thermal phenomena:

1 British thermal unit (Btu) will raise 1 pound-mass of water 1 degree
Fahrenheit at 68◦F.

1 calorie (cal) will raise 1 gram of water 1 degree Celsius at 20◦C.

1 kilocalorie will raise 1 kilogram of water 1 degree Celsius at 20◦C.

The conversion factors for the various units of work and energy are

1 Btu= 778.16 lbf · ft
1 Btu= 1055 J
1 kcal= 4182 J

1 lbf · ft= 1.356 J
1 Btu= 252 cal

Additional conversion factors are given in Appendix A.
The weight of a body is defined as the force exerted on the body as a result of

the acceleration of gravity. Thus

W = g

gc

m [2.3]

where W is the weight and g is the acceleration of gravity. Note that the weight of
a body has the dimensions of a force. We now see why systems 1 and 5 above were
devised; 1 lbm will weigh 1 lbf at sea level, and 1 kgm will weigh 1 kgf.

Unfortunately, all the above unit systems are used in various places throughout
the world. While the foot-pound force, pound-mass, second, degree Fahrenheit, Btu
system is still widely used in the United States, there should be increasing impetus to
institute the SI units as a worldwide standard. In this system the fundamental units are
meter, newton, kilogram-mass, second, and degree Celsius; a “thermal” energy unit
is not used; that is, the joule (N ·m) becomes the energy unit used throughout. The
watt (J/s) is the unit of power in this system. In SI the concept of gc is not normally
used, and the newton is defined as

1 newton ≡ 1 kilogram-meter per second squared [2.4]

Even so, one should keep in mind the physical relation between force and mass as
expressed by Newton’s second law of motion.

Despite the present writer’s personal enthusiasm for complete changeover to the
SI system, the fact is that a large number of engineering practitioners still use English
units and will continue to do so for some time to come. Therefore, we shall use
both English and SI units in this text so that the reader can operate effectively in the
expected industrial environment.

Table 2.5 lists the basic and supplementary SI units, while Table 2.6 gives a
list of derived SI units for various physical quantities. The SI system also specifies
standard multiplier prefixes, as shown in Table 2.7. For example, 1 atm pressure is

hol29303_ch02_005-059.pdf   9hol29303_ch02_005-059.pdf   9 8/12/2011   3:22:35 PM8/12/2011   3:22:35 PM



14 C H A P T E R 2 • Basic Concepts

Table 2.5 Basic and supplemental SI units

Quantity Unit Symbol

Basic units

Length meter m
Mass kilogram kg
Time second s
Electric current ampere A
Temperature kelvin K
Luminous intensity candela cd

Supplemental units

Plane angle radian rad
Solid angle steradian sr

1.0132× 105 N/m2 (Pa), which could be written 1 atm = 0.10132 MN/m2 (MPa).
Conversion factors are given in Appendix A as well as in sections of the text that
discuss specific measurement techniques for pressure, energy flux, and so forth.

2.6 The Generalized Measurement System

Most measurement systems may be divided into three parts:

1. A detector-transducer stage, which detects the physical variable and performs
either a mechanical or an electrical transformation to convert the signal into a
more usable form. In the general sense, a transducer is a device that transforms
one physical effect into another. In most cases, however, the physical variable is
transformed into an electric signal because this is the form of signal that is most
easily measured. The signal may be in digital or analog form. Digital signals
offer the advantage of easy storage in memory devices, or manipulations with
computers.

2. Some intermediate stage, which modifies the direct signal by amplification,
filtering, or other means so that a desirable output is available.

3. A final or terminating stage, which acts to indicate, record, or control the variable
being measured. The output may also be digital or analog.

As an example of a measurement system, consider the measurement of a low-
voltage signal at a low frequency. The detector in this case may be just two wires
and possibly a resistance arrangement, which are attached to appropriate terminals.
Since we want to indicate or record the voltage, it may be necessary to perform some
amplification. The amplification stage is then stage 2, designated above. The final
stage of the measurement system may be either a voltmeter or a recorder that op-
erates in the range of the output voltage of the amplifier. In actuality, an electronic
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2.6 The Generalized Measurement System 15

Table 2.6 Derived SI units

Unit Symbol or Unit Expressed in
Abbreviation, Terms of Basic or
Where Differing Supplementary

Quantity Name(s) of Unit from Basic Form Units

Area square meter m2

Volume cubic meter m3

Frequency hertz, cycle per second Hz s−1

Density, concentration kilogram per cubic meter kg/m3

Velocity meter per second m/s
Angular velocity radian per second rad/s
Acceleration meter per second squared m/s2

Angular acceleration radian per second squared rad/s2

Volumetric flow rate cubic meter per second m3/s
Force newton N kg · m/s2

Surface tension newton per meter, joule per
square meter N/m, J/m2 kg/s2

Pressure newton per square meter, pascal N/m2, Pa kg/m · s2

Viscosity, dynamic newton-second per square meter
poiseuille N · s/m2, Pl kg/m · s

Viscosity, kinematic; diffusivity;
mass conductivity meter square per second m2/s

Work, torque, energy, quantity
of heat joule, newton-meter, watt-second J, N · m, W · s kg · m2/s2

Power, heat flux watt, joule per second W, J/s kg · m2/s3

Heat flux density watt per square meter W/m2 kg/s3

Volumetric heat release rate watt per cubic meter W/m3 kg/m · s3

Heat-transfer coefficient watt per square meter degree W/m2 · deg kg/s3 · deg
Latent heat, enthalpy (specific) joule per kilogram J/kg m2/s2

Heat capacity (specific) joule per kilogram degree J/kg · deg m2/s2 · deg
Capacity rate watt per degree W/deg kg · m2/s3 · deg
Thermal conductivity watt per meter degree W/m · deg,

j · m/s · s2 · deg kg · m/s3 · deg
Mass flux, mass flow rate kilogram per second kg/s
Mass flux density, mass flow

rate per unit area kilogram per square meter-second kg/m2 · s
Mass-transfer coefficient meter per second m/s
Quantity of electricity coulomb C A · s
Electromotive force volt V, W/A kg · m2/A · s3

Electric resistance ohm �, V/A kg · m2/A · s3

Electric conductivity ampere per volt meter A/V · m A2 · s3/kg · m3

Electric capacitance farad F, A · s/V A3 · s4/kg · m2

Magnetic flux weber Wb, V · s kg · m2/A · s2

Inductance henry H, V · s/A kg · m2/A2 · s2

Magnetic permeability henry per meter H/m kg · m/A2 · s2

Magnetic flux density tesla, weber per square meter T, Wb/m2 kg/A · s2

Magnetic field strength ampere per meter A/m
Magnetomotive force ampere A
Luminous flux lumen lm cd · sr
Luminance candela per square meter cd/m2

Illumination lux, lumen per square meter lx, lm/m2 cd · sr/m2
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16 C H A P T E R 2 • Basic Concepts

Table 2.7 Standard prefixes and multiples in SI units

Multiples and
Submultiples Prefixes Symbols Pronunciations

1012 tera T těr′ȧ
109 giga G jı̌′gȧ
106 mega M měg′ȧ
103 kilo k kı̌l′ô
102 hecto h hek′tô
10 deka da děk′ȧ
10−1 deci d děs′ ı̌
10−2 centi c sěn′tı̌
10−3 milli m mı̌l ı̌
10−6 micro μ mı′ krô
10−9 nano n nǎn′ô
10−12 pico p pe′cô
10−15 femto f fěm′tô
10−18 atto a ǎt′tô

voltmeter is a measurement system like the one described here. The amplifier and the
readout voltmeter are contained in one package, and various switches enable the user
to change the range of the instrument by varying the input conditions to the amplifier.

Consider the simple bourdon-tube pressure gage shown in Fig. 2.1. This gage
offers a mechanical example of the generalized measurement system. In this case the
bourdon tube is the detector-transducer stage because it converts the pressure signal
into a mechanical displacement of the tube. The intermediate stage consists of the
gearing arrangement, which amplifies the displacement of the end of the tube so that
a relatively small displacement at that point produces as much as three-quarters of
a revolution of the center gear. The final indicator stage consists of the pointer and
the dial arrangement, which, when calibrated with known pressure inputs, gives an
indication of the pressure signal impressed on the bourdon tube. A schematic diagram
of the generalized measurement system is shown in Fig. 2.2.

When a control device is used for the final measurement stage, it is necessary to
apply some feedback signal to the input signal to accomplish the control objectives.
The control stage compares the signal representing the measured variable with some
other signal in the same form representing the assigned value the measured variable
should have. The assigned value is given by a predetermined setting of the controller.
If the measured signal agrees with the predetermined setting, then the controller does
nothing. If the signals do not agree, the controller issues a signal to a device which
acts to alter the value of the measured variable. This device can be many things,
depending on the variable which is to be controlled. If the measured variable is the
flow rate of a fluid, the control device might be a motorized valve placed in the flow
system. If the measured flow rate is too high, then the controller would cause the
motorized valve to close, thereby reducing the flow rate. If the flow rate were too low,
the valve would be opened. Eventually the operation would cease when the desired
flow rate was achieved. The control feedback function is indicated in Fig. 2.2.
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Figure 2.1 Bourdon-tube pressure gage as the generalized measurement system.
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Figure 2.2 Schematic of the generalized measurement system.

It is very important to realize that the accuracy of control cannot be any better than
the accuracy of the measurement of the control variable. Therefore, one must be able
to measure a physical variable accurately before one can hope to control the variable.
In the flow system mentioned above the most elaborate controller could not control
the flow rate any more closely than the accuracy with which the primary sensing
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18 C H A P T E R 2 • Basic Concepts

element measures the flow. We shall have more to say about some simple control
systems in a later chapter. For the present we want to emphasize the importance of
the measurement system in any control setup.

The overall schematic of the generalized measurement system is quite simple,
and, as one might suspect, the difficult problems are encountered when suitable de-
vices are sought to fill the requirements for each of the “boxes” on the schematic
diagram. Most of the remaining chapters of the book are concerned with the types of
detectors, transducers, modifying stages, and so forth, that may be used to fill these
boxes.

2.7 Basic Concepts in Dynamic Measurements

A static measurement of a physical quantity is performed when the quantity is not
changing with time. The deflection of a beam under a constant load would be a static
deflection. However, if the beam were set in vibration, the deflection would vary with
time, and the measurement process might be more difficult. Measurements of flow
processes are much easier to perform when the fluid is in a nice steady state and become
progressively more difficult to perform when rapid changes with time are encountered.

Many experimental measurements are taken under such circumstances that ample
time is available for the measurement system to reach steady state, and hence one
need not be concerned with the behavior under non-steady-state conditions. In many
other situations, however, it may be desirable to determine the behavior of a physical
variable over a period of time. Sometimes the time interval is short, and sometimes
it may be rather extended. In any event, the measurement problem usually becomes
more complicated when the transient characteristics of a system need to be considered.
In this section we wish to discuss some of the more important characteristics and
parameters applicable to a measurement system under dynamic conditions.

Zeroth-, First-, and Second-Order Systems

A system may be described in terms of a general variable x(t) written in differential
equation form as

an

dnx

dtn
+ an−1

dn−1

dtn−1
+ · · · + a1

dx

dt
+ a0x = F(t) [2.5]

where F(t) is some forcing function imposed on the system. The order of the system
is designated by the order of the differential equation.

A zeroth-order system would be governed by

a0x = F(t) [2.6]

a first-order system by

a1
dx

dt
+ a0x = F(t) [2.7]
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2.7 Basic Concepts in Dynamic Measurements 19

and a second-order system by

a2
d2x

dt2
+ a1

dx

dt
+ a0x = F(t) [2.8]

We shall examine the behavior of these three types of systems to study some basic
concepts of dynamic response. We shall also give some concrete examples of physical
systems which exhibit the different orders of behavior.

The zeroth-order system described by Eq. (2.6) indicates that the system variable
x(t) will track the input forcing function instantly by some constant value: that is,

x = 1

a0
F(t)

The constant 1/a0 is called the static sensitivity of the sytem. If a constant force were
applied to the beam mentioned above, the static deflection of the beam would be F/a0.

The first-order system described by Eq. (2.7) may be expressed as

a1

a0

dx

dt
+ x = F(t)

a0
[2.9]

The ratio a1/a0 has the dimension of time and is usually called the time constant of the
system. If Eq. (2.9) is solved for the case of a sudden constant (step) input F(t) = A

at time zero, we express the condition as

F(t) = 0 at t = 0

F(t) = A for t > 0

along with the initial condition

x = x0 at t = 0

The solution to Eq. (2.9) is then

x(t) = A

a0
+
(
x0 − A

a0

)
e−t/τ [2.10]

where, now, we set τ = a1/a0. The steady-state response is the first term on the right,
or the value of x, which will be obtained for large values of time. The second term,
involving the exponential decay term, represents the transient response of the system.
Designating the steady-state value as x∞, Eq. (2.10) may be written in dimensionless
form as

x(t)− x∞
x0 − x∞

= e−t/τ [2.11]

When t = τ, the value of x(t) will have responded to 63.2 percent of the step input, so
the time constant is frequently called the time to achieve this value. The rise time is
the time required to achieve a response of 90 percent of the step input. This requires

e−t/τ = 0.1
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Figure 2.3 Capacity discharge through a resistance. (a) Schematic; (b) plot of voltage.

or t = 2.303τ. A response is usually assumed to be complete after 5τ since 1− e−5 =
0.993.

Systems that exhibit first-order behavior usually involve storage and dissipation
capabilities such as an electric capacitor discharging through a resistor, as shown in
Fig. 2.3.

The voltage varies with time according to

E(t)

E0
= e−(1/RC)t [2.12]

In this system

τ = RC

where R is the value of the external resistance and C is the capacitance. The voltage
across the capacitor as a function of time is E(t), and the initial voltage is E0. Some
types of thermal systems also display this same kind of response. The temperature of
a hot block of metal allowed to cool in a room varies with approximately the same
kind of relation as shown in Eq. (2.12).

For a thermal system we shall have analogous concepts of thermal capacity and
resistance. In the capacitance system we speak of voltage, in a thermal system we
speak of temperature, and in some mechanical systems we might speak of velocity
or displacement as the physical variables that change with time. The time constant
would then be related to the initial and steady-state values of these variables. A
plot of the voltage decay is shown in Fig. 2.3b, illustrating the position of the time
constant.
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2.7 Basic Concepts in Dynamic Measurements 21

We could say that the term on the right-hand side of Eq. (2.11) represents the
error in achieving the steady-state value x∞ = A/a0.

First-order systems may also be subjected to harmonic inputs. We may have

Initial condition:

x = x0 at t = 0

F(t) = A sin ωt for t > 0

The solution to Eq. (2.9) is, then,

x(t) = Ce−t/τ + A/a0

[1+ (ωτ)2]1/2
sin(ωt − tan−1 ωτ) [2.13]

where τ = a1/a0 is the time constant as before. At this point we define the phase-shift
angle φ as

φ(ω) = −tan−1 ωτ [2.14]

where φ is in radians. We see that the steady-state response [the last term of Eq. (2.13)]
lags by a time delay of

�t = φ(ω)

ω
[2.15]

where ω is the frequency of the input signal in rad/s. We may also see from the last
term of Eq. (2.13) that the steady-state amplitude response decreases with an increase
in input frequency through the term

1

[1+ (ωτ)2]1/2

The net result is that a first-order system will respond to a harmonic input in a
harmonic fashion with the same frequency, but with a phase shift (time delay) and
reduced amplitude. The larger the time constant, the greater the phase lag and ampli-
tude decrease. In physical systems the constant a1 is usually associated with storage
(electric or thermal capacitance) and the constant a0 is associated with dissipation
(electric or thermal resistance), so the most rapid response is obtained in systems of
low capacitance and high dissipation (low resistance). As an example, a small copper
bead (high conductivity, low resistance to heat flow) will cool faster than a large
ceramic body (high capacity, low conductivity).

In Chap. 8 we shall examine the response of thermal systems in terms of the sig-
nificant heat-transfer parameters and relate the response to temperature-measurement
applications.

Example 2.1STEP RESPONSE OF FIRST-ORDER SYSTEM. Acertain thermometer has a time con-
stant of 15 s and an initial temperature of 20◦C. It is suddenly exposed to a temperature of
100◦C. Determine the rise time, that is, the time to attain 90 percent of the steady-state value,
and the temperature at this time.
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22 C H A P T E R 2 • Basic Concepts

Solution

The thermometer is a first-order system which will follow the behavior in Eq. (2.11). The
variable in this case is the temperature, and we have

T0 = 20◦C = temperature at t = 0

T∞ = 100◦C = temperature at steady state

τ = 15 s = time constant

For the 90 percent rise time

e−t/τ = 0.1

and ln(0.1) = −t

15

so that t = 34.54 s

Then, at this time Eq. (2.11) becomes

T(t)− 100

20− 100
= 0.1

and T(t) = 92◦C

Example 2.2 PHASE LAG IN FIRST-ORDER SYSTEM. Suppose the thermometer in Example (2.1)
was subjected to a very slow harmonic disturbance having a frequency of 0.01 Hz. The time
constant is still 15 s. What is the time delay in the response of the thermometer and how much
does the steady-state amplitude response decrease?

Solution

We have

ω = 0.01 Hz = 0.06283 rad/s

τ = 15 s

so that ωτ = (0.06283)(15) = 0.9425

From Eq. (2.14) the phase angle is

φ(ω) = −tan−1(0.9425)

= −43.3◦ = −0.756 rad

so that the time delay is

�t = φ(ω)

ω
= −0.756

0.06283
= −12.03 s

The amplitude response decreases according to

1

[1+ (ωτ)2]1/2
= 1

[1+ (0.9425)2]1/2
= 0.7277
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Example 2.3HARMONIC RESPONSE OF FIRST-ORDER SYSTEM. A first-order system experi-
ences a phase shift of −45◦ at a certain frequency ω1. By what fraction has the amplitude
decreased from a frequency of one-half this value?

Solution

We have

φ(ω) = −45◦ = −tan−1(ω1τ)

which requires that ω1τ = 1.0. The amplitude factor is thus

A/a0

[1+ (1)2]1/2
= 0.707

A

a0
[a]

The time constant τ does not depend on frequency, so halving the frequency produces a value
of ωτ = 0.5, which gives an amplitude factor of

A/a0

[1+ (0.5)2]1/2
= 0.894

A

a0
[b]

The value in Eq. (a) is 7.91 percent below this value.

Second-order systems described by Eq. (2.8) are those that have mass inertia or
electric inductance. There is no thermal analogy to inertia because of the second law of
thermodynamics. We shall illustrate second-order system behavior with a mechanical
example.

To initiate the discussion, let us consider a simple spring-mass damper system,
as shown in Fig. 2.4. We might consider this as a simple mechanical-measurement
system where x1(t) is the input displacement variable which acts through the spring-
mass damper arrangement to produce an output displacement x2(t). Both x1 and x2

vary with time. Suppose we wish to find x2(t), knowing x1(t), m, k, and the damping
constant c. We assume that the damping force is proportional to velocity so that the
differential equation governing the system is obtained from Newton’s second law of
motion as

k(x1 − x2)+ c

(
dx1

dt
− dx2

dt

)
= m

d2x2

dt2
[2.16]

m

x1(t)

x2(t)

kc

Figure 2.4 Simple spring-mass damper system.
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Written in another form,

m
d2x2

dt2
+ c

dx2

dt
+ kx2 = c

dx1

dt
+ kx1 [2.17]

Now, suppose that x1(t) is the harmonic function

x1(t) = x0 cos ω1t [2.18]

where x0 is the amplitude of the displacement and ω1 is the frequency.
We might imagine this simple vibrational system as being similar to a simple

spring scale. The mass of the scale is m, the spring inside the scale is represented by
the spring constant k, and whatever mechanical friction may be present is represented
by c. We are subjecting the scale to an oscillating-displacement function and wish to
know how the body of the scale will respond: that is, we want to know x2(t). We might
imagine that the spring scale is shaken by hand. When the oscillation x1(t) is very
slow, we would note that the scale body very nearly follows the applied oscillation.
When the frequency of the oscillation is increased, the scale body will react more
violently until, at a certain frequency called the natural frequency, the amplitude of
the displacement of the spring will take on its maximum value and could be greater
than the amplitude of the impressed oscillation x1(t). The smaller the value of the
damping constant, the larger the maximum amplitude of the natural frequency. If
the impressed frequency is increased further, the amplitude of the displacement of
the spring body will decrease rather rapidly. The reader may conduct an experiment
to verify this behavior using a simple spring-mass system shaken by hand.

Clearly, the displacement function x2(t) depends on the frequency of the im-
pressed function x1(t). We say that the system responds differently depending on the
input frequency, and the overall behavior is designated as the frequency response of
the system.

Asimple experiment with the spring-mass system will show that the displacement
of the mass is not in phase with the impressed displacement; that is, the maximum
displacement of the mass does not occur at the same time as the maximum displace-
ment of the impressed function. This phenomenon is described as phase shift. We
could solve Eq. (2.16) and determine the detailed characteristics of x2(t), including
the frequency response and phase-shift behavior. However, we shall defer the solution
for this system until Chap. 11, where vibration measurements are discussed. At this
point in our discussion we have used this example because it is easy to visualize in a
physical sense. Now, we shall consider a practical application which involves a trans-
formation of a force-input function into a displacement function. We shall present
the solution to this problem because it shows very clearly the nature of frequency
response and phase shift in a second-order system, while emphasizing a practical
system that might be used for a transient force or pressure measurement.

This system is shown in Fig. 2.5. The forcing function

F(t) = F0 cos ω1t [2.19]

is impressed on the spring-mass system, and we wish to determine the displacement
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k

mc
x(t)

F(t) � F0 cos �1t

Figure 2.5 Spring-mass damper system subjected to a force input.

of the mass x(t) as a function of time. The differential equation for the system is

m
d2x

dt2
+ c

dx

dt
+ kx = F0 cos ω1t [2.20]

Equation (2.20) has the solution

x = (F0/k) cos (ω1t − φ)

{[1− (ω1/ωn)2]2 + [2(c/cc)(ω1/ωn)]2}1/2
[2.21]

where φ = tan−1 2(c/cc)(ω1/ωn)

1− (ω1/ωn)2
[2.22]

ωn =
√

k

m
[2.23]

cc = 2
√

mk [2.24]

φ is called the phase angle, ωn is the natural frequency, and cc is called the critical
damping coefficient.

The ratio of output to input amplitude x0/(F0/k), where x0 is the amplitude of
the motion given by

x0 = F0/k

{[1− (ω1/ωn)2]2 + [2(c/cc)(ω1/ωn)]2}1/2
[2.25]

is plotted in Fig. 2.6 to show the frequency response of the system, and the phase
angle φ is plotted in Fig. 2.7 to illustrate the phase-shift characteristics. From these
graphs we make the following observations:

1. For low values of c/cc the amplitude is very nearly constant up to a frequency
ratio of about 0.3.

2. For large values of c/cc (overdamped systems) the amplitude is reduced substan-
tially.

3. The phase-shift characteristics are a strong function of the damping ratio for all
frequencies.
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Figure 2.7 Phase-shift characteristics of the system in Fig. 2.5.

We might say that the system has good linearity for low damping ratios and up to a
frequency ratio of 0.3 since the amplitude is essentially constant in this range.

The rise time for a second-order system is still defined as the time to attain a
value of 90 percent of a step input. It may be reduced by reducing the damping ratio
only for values of c/cc below about 0.7. In these cases a ringing phenomenon is
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Figure 2.8 Effect of rise time and ringing on output response to a step input.

experienced having a frequency of

ωr = ωn[1− (c/cc)
2]1/2 [2.26]

The rise time and ringing are illustrated in Fig. 2.8. The response time is usually stated
as the time for the system to settle to within ±10 percent of the steady-state value.
The damping characteristics of a second-order system may be studied by examining
the solutions for Eq. (2.20) for the case of a step input instead of the harmonic forcing
function. With the initial conditions

x = 0 at t = 0
dx

dt
= 0 at t = 0

four solution forms may be obtained. Using the nomenclature

ζ = c/cc

and

x = xs as t →∞
we obtain:

For ζ = 0,

x(t)

xs

= 1− cos(ωnt) [2.27]

For 0 < ζ < 1,

x(t)

xs

= 1− exp(−ζωnt)×
{[

ζ

(1− ζ2)1/2

]
sin[ωnt(1− ζ2)1/2]

+ cos [ωnt(1− ζ2)1/2]

}
[2.28]
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Figure 2.9 (a) Response of second-order system to step input. (b) Three-dimensional representation of
second-order system response to step input.
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For ζ = 1,

x(t)

xs

= 1− (1+ ωnt) exp(−ωnt) [2.29]

For ζ > 1,

x(t)

xs

= 1− ζ +K

2K
× exp(−ζ +Kωnt)− ζ −K

2K
× exp(−ζ −Kωnt) [2.30]

where K = (ζ2 − 1)1/2.
We note that xs is the steady-state displacement obtained after a long period of

time. A plot of these equations is shown in Fig. 2.9a for several values of the damping
ratio. We observe that:

(a) For an undamped system (c= 0, ζ= 0) the initial disturbance produces a harmonic
response which continues indefinitely.

(b) For an underdamped system (ζ < 1) the displacement response overshoots the
steady-state value initially, and then eventually decays to the value of xs. The
smaller the value of ζ, the larger the overshoot.

(c) For critical damping (ζ= 1, c= cc) an exponential rise occurs to approach the
steady-state value without overshoot.

(d) For overdamping (ζ > 1) the system also approaches the steady-state value with-
out overshoot, but at a slower rate.

The damping action of Fig. 2.9a is shown over double the number of cycles in
the three-dimensional format of Fig. 2.9b. The latter format illustrates perhaps more
graphically the contrast between harmonic behavior for underdamped systems and
exponential approach to steady state for the overdamped situation.

While this brief discussion has been concerned with a simple mechanical system,
we may remark that similar frequency and phase-shift characteristics are exhibited
by electrical and thermal systems as well, and whenever time-varying measurements
are made, due consideration must be given to these characteristics. Ideally, we should
like to have a system with a linear frequency response over all ranges and with zero
phase shift, but this is never completely attainable, although a certain instrument
may be linear over a range of operation in which we are interested so that the be-
havior is good enough for the purposes intended. There are methods of providing
compensation for the adverse frequency-response characteristics of an instrument,
but these methods represent an extensive subject in themselves and cannot be dis-
cussed here. We shall have something to say about the dynamic characteristics of
specific instruments in subsequent chapters. For electrical systems and recording
of dynamic signals digital methods can eliminate most adverse frequency-response
problems.
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Example 2.4 SELECTION OF SECOND-ORDER SYSTEM. A second-order system is to be subjected
to inputs below 75 Hz and is to operate with an amplitude response of ±10 percent. Select
appropriate design parameters to accomplish this goal.

Solution

The problem statement implies that the amplitude ratio x0k/F must remain between 0.9 and
1.10. There are many combinations of parameters which can be used. Examining Fig. 2.6, we
see that the curve for c/cc = 0.707 has a flat behavior and drops off at higher frequencies. If
we take the ordinate value of 1.0 as the mean value, then the maximum frequency limit will be
obtained from Eq. (2.25), where

0.9 = 1

{[1− (ω1/ωn)2]2 + [2(c/cc)(ω1/ωn)]2}1/2

This requires that

ω1

ωn

= 0.696

We want to use the system up to 75 Hz = 471 rad/s so that the minimum value of ωn is

ωn(min) = 471

0.696
= 677 rad/s

Example 2.5 RESPONSE OF PRESSURE TRANSDUCER. Acertain pressure transducer has a natural
frequency of 5000 Hz and a damping ratio c/cc of 0.4. Estimate the resonance frequency and
amplitude response and phase shift at a frequency of 2000 Hz.

Solution

We have

ωn = 5000 Hz

c/cc = 0.4

From Fig. 2.6 we estimate that the maximum amplitude point for these conditions occurs at

ω1

ωn

∼ 0.8

So, ω1 ∼ (0.8)(5000) = 4000 Hz for resonance. At 2000 Hz we obtain

ω1

ωn

= 2000

5000
= 0.4

which may be inserted into Eq. (2.23) to give the phase shift as

φ = −tan−1

[
(2)(0.4)(0.4)

1− (0.4)2

]

= −20.9◦ = −0.364 rad
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The amplitude ratio is obtained from Eq. (2.15) as

x0

F0/k
= 1

{[1− (0.4)2]2 + [(2)(0.4)(0.4)]2}1/2

= 1.112

The dynamic error in this case would be

1.112− 1 = 0.112 = ±11.2%

Example 2.6RISE TIME FOR DIFFERENT NATURAL FREQUENCIES. Determine the rise time for
a critically damped second-order system subjected to a step input when the natural frequency
of the system is (a) 10 Hz, (b) 100 kHz, (c) 50 MHz.

Solution

We have the natural frequencies of

ωn = 10 Hz = 62.832 rad/s

ωn = 100 kHz = 6.2832 × 105 rad/s

ωn = 50 MHz = 3.1416 × 108 rad/s

For a critically damped system subjected to a step input, ζ = c/cc = 1.0 and Eq. (2.29) applies

x(t)/xs = 1− (1+ ωnt) exp(−ωnt) [a]

The rise time is obtained when x(t)/xs = 0.9 so that Eq. (a) becomes

0.1 = (1+ ωnt) exp(−ωnt) [b]

which has the solution

ωnt = 3.8901

Solving for the rise time at each of the given natural frequencies

trise = 3.8901/ωn

t10 Hz = 0.06191 s

t100 kHz = 6.191 μs

t50 MHz = 0.01238 μs

2.8 System Response

We have already discussed the meaning of frequency response and observed that in
order for a system to have good response, it must treat all frequencies the same within
the range of application so that the ratio of output-to-input amplitude remains the
same over the frequency range desired. We say that the system has linear frequency
response if it follows this behavior.
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Amplitude response pertains to the ability of the system to react in a linear way to
various input amplitudes. In order for the system to have linear amplitude response,
the ratio of output-to-input amplitude should remain constant over some specified
range of input amplitudes. When this linear range is exceeded, the system is said to
be overdriven, as in the case of a voltage amplifier where too high an input voltage is
used. Overdriving may occur with both analog and digital systems.

We have already noted the significance of phase-shift response and its relation to
frequency response. Phase shift is particularly important where complex waveforms
are concerned because severe distortion may result if the system has poor phase-shift
response.

2.9 Distortion

Suppose a harmonic function of a complicated nature, that is, composed of many
frequencies, is transmitted through the mechanical system of Figs. 2.4 and 2.5. If
the frequency spectrum of the incoming waveform were sufficiently broad, there
would be different amplitude and phase-shift characteristics for each of the input-
frequency components, and the output waveform might bear little resemblance to
the input. Thus, as a result of the frequency-response characteristics of the system,
distortion in the waveform would be experienced. Distortion is a very general term
that may be used to describe the variation of a signal from its true form. Depend-
ing on the system, the distortion may result from either poor frequency response or
poor phase-shift response. In electronic devices various circuits are employed to re-
duce distortion to very small values. For pure electrical measurements distortion is
easily controlled by analog or digital means. For mechanical systems the dynamic
response characteristics are not as easily controlled and remain a subject for further
development. For example, the process of sound recording may involve very so-
phisticated methods to eliminate distortion in the electronic signal processing; how-
ever at the origin of the recording process, complex room acoustics and microphone
placement can alter the reproduction process beyond the capabilities of electronic
correction. Finally, at the terminal stage, the loudspeaker and its interaction with
the room acoustics can introduce distortions and unwanted effects. The effects of
poor frequency and phase-shift response on a complex waveform are illustrated in
Fig. 2.10.

2.10 Impedance Matching

In many experimental setups it is necessary to connect various items of electrical
equipment in order to perform the overall measurement objective. When connections
are made between electrical devices, proper care must be taken to avoid impedance
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Figure 2.10 Effects of frequency response and phase-shift response on complex
waveform.

mismatching. The input impedance of a two-terminal device may be illustrated as
in Fig. 2.11. The device behaves as if the internal resistance Ri were connected in
series with the internal voltage source E. The connecting terminals for the instrument
are designated as A and B, and the open-circuit voltage presented at these terminals
is the internal voltage E. Now, if an external load R is connected to the device and
the internal voltage E remains constant, the voltage presented at the output terminals
A and B will be dependent on the value of R. The potential presented at the output

A

B
Ri

E R
A

B
Ri

E

Load

Figure 2.11 Two-terminal device with internal impedance Ri.
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terminals is

EAB = E
R

R+ Ri

[2.31]

The larger the value of R, the more closely the terminal voltage approaches the in-
ternal voltage E. Thus, if the device is used as a voltage source with some internal
impedance, the external impedance (or load) should be large enough that the volt-
age is essentially preserved at the terminals. Or, if we wish to measure the internal
voltage E, the impedance of the measuring device connected to the terminals should
be large compared with the internal impedance.

Now, suppose that we wish to deliver power from the device to the external
load R. The power is given by

P = E2
AB

R
[2.32]

We ask for the value of the external load that will give the maximum power for a
constant internal voltage E and internal impedance Ri. Equation (2.32) is rewritten

P = E2

R

(
R

R+ Ri

)2

[2.33]

and the maximizing condition

dP

dR
= 0 [2.34]

is applied. There results

R = Ri [2.35]

That is, the maximum amount of power may be drawn from the device when the
impedance of the external load just matches the internal impedance. This is the es-
sential principle of impedance matching in electric circuits.

Example 2.7 POWER SUPPLY. A power supply has an internal impedance of 10 � and an internal
voltage of 50 V. Calculate the power which will be delivered to external loads of 5 and 20 �.

Solution

For this problem we apply Eq. (2.33) with E = 50 V, Ri = 10 �, and R = 5 or 20 �.

R = 5 �: P = (50)2

5

(
5

15

)2

= 55.55 W

R = 15 �: P = (50)2

15

(
15

25

)2

= 60.0 W

For maximum power delivery R = Ri and

Pmax = 62.5 W
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Clearly, the internal impedance and external load of a complicated electronic
device may contain inductive and capacitative components that will be important
in alternating current transmission and dissipation. Nevertheless, the basic idea is
the same. The general principles of matching, then, are that the external impedance
should match the internal impedance for maximum energy transmission (minimum
attenuation), and the external impedance should be large compared with the inter-
nal impedance when a measurement of internal voltage of the device is desired. It
is this latter principle that makes an electronic voltmeter essential for measurement
of voltages in electronic circuits. The electronic voltmeter has a very high internal
impedance so that little current is drawn and the voltage presented to the terminals of
the instrument is not altered appreciably by the measurement process. Many such
voltmeters today operate on digital principles but all have the capacity of very
high-input impedance.

Impedance-matching problems are usually encountered in electrical systems
but can be important in mechanical systems as well. We might imagine the simple
spring-mass system of the previous section as a mechanical transmission system.
From the curves describing the system behavior it is seen that frequencies below a
certain value are transmitted through the system; that is, the force is converted to
displacement with little attenuation. Near the natural frequency undesirable ampli-
fication of the signal is performed, and above this frequency severe attenuation is
present. We might say that this system exhibits a behavior characteristic of a vari-
able impedance that is frequency-dependent. When it is desired to transmit mechan-
ical motion through a system, the natural-frequency and dampling characteristics
must be taken into account so that good “matching” is present. The problem is an
impedance-matching situation, although it is usually treated as a subject in mechanical
vibrations.

2.11 Fourier Analysis

In the early 19th century Joseph Fourier introduced the notion that a piecewise con-
tinuous function that is periodic may be represented by a series of sine and cosine
functions [19]. Thus

y(x) = a0 + a1cos x+ a2cos 2x+ · · · + ancos nx

+b1sin x+ b2sin 2x+ · · · + bnsin nx

or, more compactly,

y(x) = a0 +
∞∑

n=1

(ancos nx+ bnsin nx) [2.36]

The values of the constants a0, an, and bn may be determined by integrating Eq. (2.36)
over the period from −π < x < π.
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First,

∫ π

−π

y(x)dx = 2πa0 + 0+ 0 = 2πa0

since the integrals of the sine and cosine functions over the interval−π to π are both
zero. We thus have,

a0 = (1/2π)

∫ π

−π

y(x)dx [2.37]

To determine bn we multiply both sides of Eq. (2.36) by sin mx where m is an integer
that may or may not be equal to the summation index n. We have∫ π

−π

sin mxdx = 0
∫ π

−π

cos nxsin mxdx = 0 for m = n

∫ π

−π

bnsin
2nxdx = πbn for m = n

so that,

bn = (1/π)

∫ π

−π

y(x)sin nxdx [2.38]

In a similar manner, we can determine the coefficients an by multiplying Eq. (2.36)
by cos mx and integrating over the interval. This results in

an = (1/π)

∫ π

−π

y(x)cos nx dx [2.39]

Note that when y(x) is an even function, that is, f(x) = f(−x), the function is
represented by cosines alone, and if the function is odd, that is, f(x) = −f(−x), it is
represented by sines alone. If the function is neither even nor odd, all terms must be
employed.

The interval for expansion of the function may be expressed in a more general
sense by making a variable substitution. Let

u = (π/L)x [2.40]

Then the coefficients an and bn become

an = (1/L)

∫ L

−L

y(x) cos (nπx/L) dx [2.41]

bn = (1/L)

∫ L

−L

y(x) sin (nπx/L) dx [2.42]

a0 = (1/2L)

∫ L

−L

y(x) dx [2.43]
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If the function repeats over a period T , then L becomes the half period. The Fourier
representation may be further generalized by replacing the integral limits in Eqs.
(2.41), (2.42), (2.43) by p and p+ T where p is an arbitrary value for the start of the
repeating function. Of course, one may just consider that a single sample is taken and
obtain the function over the range T .

Fourier series representations of functions are useful in experimental measure-
ments in those applications where oscillatory phenomena are observed, as for the
vibrating spring mass of Fig. 2.4, in a resonant electric circuit, or in applications
concerned with propagation of sound waves and their absorption. The measurement
that is usually made is one of the amplitude of vibration as a function of time. The
independent variable in the Fourier series would then be time. We may rearrange the
Fourier series in terms of a circular frequency ω related to the period T through

ω = 2π/T = 2πf [2.44]

where ω is expressed in radian/sec and f is expressed in cycles/sec or Hertz.
The summation index n is then said to determine the harmonics of the wave:

n = 1 represents the fundamental value or the lowest frequency, n = 2 the second
harmonic, n = 3 the third harmonic, and so on.

We may also introduce the concept of the phase angle presented in Eq. (2.14) to
combine the sine and cosine terms into the following form

y(t) = a0 +
∞∑

n=1

(an cos nωt + bn sin nωt)

= a0 +
∞∑

n=1

Cn cos (nωt − φn) [2.45]

where the new constant Cn is determined from

Cn = (a 2
n + b 2

n )1/2 [2.46]

and the phase angle is determined from

tan φn = bn/an [2.47]

If one were to apply Eqs. (2.41), (2.42), and (2.43) for the constants a0, an, and bn to
the trigonometric function

y(x) = 3.5+ 2 sin x+ 6.3 cox 5x

the simple result
a0 = 3.5

an = 2 for n = 1

= 0 for n 
= 1

bn = 6.3 for n = 5

= 0 for n 
= 5

would be obtained.

hol29303_ch02_005-059.pdf   33hol29303_ch02_005-059.pdf   33 8/12/2011   3:22:36 PM8/12/2011   3:22:36 PM



38 C H A P T E R 2 • Basic Concepts
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Figure 2.12 (a) Square wave function. (b) Sawtooth function. (c) Ramp function.

Now let us consider three waveforms as examples of Fourier series. In Fig. 2.12
we have (a) a square wave of amplitude A and width W , (b) a sawtooth wave of
amplitude A and width W , and (c) a ramp function having amplitude A and duration
W . In an experiment the amplitude might be displacement in a mechanical system,
voltage in an electric circuit, or sound pressure level in an acoustic system. The
duration of the wave would be some unit of time.

The square wave is described by

y(x) = A for 0 < x < W [2.48]

= 0 for x < 0

= 0 for x > W

Later we will substitute ωt for the displacement function x. This is an odd function so
we expect only sine terms in the series. Inserting the constant amplitude in Eq. (2.42)
we obtain

bn = (2A/nπ)[1− cos(nπx/W)] [2.49]

which reduces to

bn = 4A/nπ for n = odd [2.50]

= 0 for n = even

The final series representation for the square wave is thus

y(x) = (2A/π)

∞∑
n=1

{[(−1)n+1 + 1]/n}sin(nπx/W) [2.51]

This series may be summed as indicated or an alternate index, which automatically
leaves out the zero terms, may be used to obtain

y(x) = (4A/π)

∞∑
N=1

[sin(2N − 1)πx/W ]/(2N − 1) [2.52]

Note that the index n, and not N, represents the harmonics: n = 1 (N = 1) represents
the fundamental, n = 3 (N = 2) represents the third harmonic, n = 5 (N = 3)
represents the fifth harmonic, and so on.
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Figure 2.13 shows the summation represented by Eq. (2.52) for N = 1 to 50 (n =
1 to 99). In Fig. 2.13a the lines become quite cluttered, but are shown more clearly in
Fig. 2.13b. A three-dimensional diagram is shown in Fig. 2.13c that illustrates how
the bumps in the square wave are smoothed out as the number of terms in the series
is increased.

Now, let us examine the other two cases in Fig. 2.12.
The sawtooth wave is described by

y(x) = (2A/W)x for 0 < x < W/2 [2.53a]

= −(2A/W)x+ 2A for W/2 < x < W [2.53b]

Applying Eq. (2.43) for the Fourier coefficient a0 as before gives

a0 = (4/W)

∫ W

0
(2A/W)xdx+

∫ W

0
[(−2A/W)x+ 2A]dx = A/2 [2.54]
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Figure 2.13 (a) Square wave for n = 1 to 99; (b) Square wave for five values of
index n; (c) Three-dimensional view of square wave Fourier series.
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Figure 2.13 (Continued)
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Using Eq. (2.41) for an and Eq. (2.42) for bn results in

an = (2A/n2π2)(cos nπ − 1) [2.55]

= 0 for n even

= −(4A/n2π2) for n odd [2.56]

and

bn = 0

Making the same index substitution as before to automatically omit the zero terms
gives for the final series

y(x) = A/2− (4A/π2)

ω∑
N=1

cos[(2N − 1)2πx/W ]/(2N − 1)2 [2.57]

For the ramp function shown in Fig. 2.13c the Fourier series becomes

y(x) = (2A/π)

ω∑
n=1

(−1)n+1[sin(nπx/W)]/n [2.58]

The index n in this series does represent the harmonics. Equations (2.57) and (2.58)
are plotted in Figs. 2.14 and 2.15.
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Figure 2.14 (a) Fourier representation for Sawtooth for n = 1 to 30;
(b) Three-dimensional representation for sawtooth n = 1 to 30.
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0

0.5

1

(b)

Figure 2.14 (Continued)

The Decibel

As we shall see in later sections, one is frequently interested in the value of a cer-
tain parameter as related to a reference value of that parameter. The electric power
dissipated in a resistor is

P = E2/R
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Figure 2.15 (a) Ramp function; (b) Three-dimensional representation of ramp function.
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The decibel is defined in terms of some reference Power Pref as

decibel = dB = 10 log(P/Pref) [2.59]

In terms of the voltage the decibel level would be

dB = 20 log(E/Eref) [2.60]

since the power varies as the square of the voltage.
If we identify the square wave of Fig. 2.13 with a voltage pulse and the Fourier

series as a representation of that pulse over a certain frequency range,we could express
the accuracy of the representation in terms of decibel units by choosing the reference
value as [y(x)]ref = 1.0. Then the decibel response would appear as in Fig. 2.16. We
could say that the square wave is faithfully reproduced within

±0.4 dB for a frequency response up to the 99th harmonic

±0.6 dB for a frequency response up to the 59th harmonic

±1.4 dB for a frequency response up to the 19th harmonic

±4.1 dB for a frequency response up to the 9th harmonic.

All of these values are within the range 0.02 < x/W < 0.98.
This means that an electronic amplifier to reproduce step or square wave pulse

functions must have frequency-response capabilities that far exceed the fundamental
frequency of the basic wave.
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Figure 2.16 Decibel representation of square wave.
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The Fourier Transform

We have already noted that a Fourier series representation of a function breaks down
the function into harmonic components. For the case of the square wave the Fourier
coefficients are shown in Fig. 2.17 as a function of the harmonic index n. Thus, an os-
cillatory displacement behavior of a spring-mass damper system could be represented
as a summation of frequency components. Or, wemight say that the physical represen-
tation in the displacement-time domain could be transformed into a frequency-time
domain through the use of Fourier series.

In practice, a signal may be sampled in discrete time increments �t and stored
in a digital computer. If N increments in �t are taken over the signal, the period T

becomes

T = N�t

To evaluate the integrals in Eqs. (2.41), (2.42), and (2.43) the integration must be
performed numerically.

The signal is y(tk) where k is a new index indicating the time increment so that

tk = k�t for k = 1, 2, · · · , N [2.61]
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Figure 2.17 Fourier coefficients for square wave.
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The Fourier coefficients thus are expressed in terms of summations instead of
integrals to give

an = (2/N)

N∑
k=1

y(k�t)cos(2πkn/N) for n = 0 to N/2 [2.62]

bn = (2/N)

N∑
k=1

y(k�t)sin(2πkn/N) for n = 1 to N/2− 1 [2.63]

where N, the number of time increments, is selected as an even number.
The coefficient ao is obtained by performing a numerical integration of the dis-

crete function by the most appropriate method. (See Sect. 5.8.)
The operations performed in the foregoing summations are called a Discrete

Fourier transform (DFT) and may be performed either with separate software pack-
ages or with built-in computation algorithms in the particular device employed for
the data collection. Hardware dedicated to specific applications may have integrated
circuits that output information in the exact format needed by the user.

As the number of samples increases, the number of computations required for
the discrete Fourier transform increases by N2. The fast Fourier transform (FFT)
employs a special algorithm to speed the calculation for large data samples so that the
number of computations varies as N log2 N instead of N2. For samples with N about
1000 the FFT is about 100 times faster than the DFT scheme. The reader may consult
Refs. [19], [20], [21] for further information on the development of the DFT and FFT,
and Ref. [22] for specific calculation techniques and examples. In Sect. 14.5 we shall
see that it is necessary to sample at a frequency at least twice the anticipated frequency
content of the signal to avoid the problem of aliasing. The highest frequency that may
be resolved is called the Nyquist frequency and is given by

fNyq = fs/2 = 1/2�t [2.64]

where fs is the sampling frequency and �t, as before, is the sampling time increment.

2.12 Experiment Planning

The key to success in experimental work is to ask continually: What am I looking for?
Why am I measuring this—does the measurement really answer any of my questions?
What does the measurement tell me? These questions may seem rather elementary,
but they should be asked frequently throughout the progress of any experimental
program. Some particular questions that should be asked in the initial phases of
experiment planning are:

1. What primary variables shall be investigated?

2. What control must be exerted on the experiment?

3. What ranges of the primary variables will be necessary to describe the phenom-
ena under study?
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4. How many data points should be taken in the various ranges of operation to
ensure good sampling of data considering instrument accuracy andother factors?
(See Chap. 3.)

5. What instrument accuracy is required for each measurement?

6. If a dynamic measurement is involved, what frequency response must the in-
struments have?

7. Are the instruments available commercially, or must they be constructed espe-
cially for the particular experiment?

8. What safety precautions are necessary if some kind of hazardous operation is
involved in the experiment?

9. What financial resources are available to perform the experiment, and how do
the various instrument requirements fit into the proposed budget?

10. What provisions have been made for recording the data?

11. What provisions have been made for either on-line or subsequent computer
reduction of data?

12. If the data reduction is not of a “research” nature where manipulation and calcu-
lations depend somewhat on the results of measurements, what provisions are
made to have direct output of a data acquisition system available for the final
report? In many cases appropriate graphical results may be obtained with digital
data acquisition systems as the experiment progresses or shortly thereafter.

The importance of control in any experiment should always be recognized. The
physical principle, apparatus, or device under investigation will dictate the variables
which must be controlled carefully. For example, a heat-transfer test of a particu-
lar apparatus might involve some heat loss to the surrounding air in the laboratory
where the test equipment is located. Consequently, it would be wise to maintain (con-
trol) the surrounding temperature at a reasonably constant value. If one run is made
with the room temperature at 90◦C and another at 50◦F, large unwanted effects may
occur in the measurements. Or, suppose a test is to be made of the effect of cigarette
smoke on the eating habits of mice. Clearly, we would want to control the con-
centration of smoke inhaled by the mice and also observe another group of mice
which were not exposed to cigarette smoke at all. All other environmental variables
should be the same if we are to establish the effect of the cigarette smoke on eating
habits.

In the case of the heat-transfer test we make a series of measurements of the char-
acteristics of a device under certain specified operating conditions—no comparison
with other devices is made. For the smoke test with mice it is necessary to measure the
performance of the mice under specified conditions and also to compare this perfor-
mance with the performance of another group under different controlled conditions.
For the heat-transfer test we establish an absolute measurement of performance, but
for the mice a relative performance is all that can be ascertained. We have chosen
two diverse examples of absolute and relative experiments, but the lesson is clear.
Whenever a comparison test is performed to establish relative performance, control
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must be exerted over more than one experimental setup in order for the comparison
to be significant.

It would seem obvious that very careful provisions should be made to record the
data and all ideas and observations concerned with the experiment. Yet, many experi-
menters record data and important sketches on pieces of scratch paper or in such a dis-
organizedmanner that theymay be lost or thrown away. In some experiments the read-
out instrument is a recording type so that a record is automatically obtained and there
is little chance for loss. For many experiments, however, visual observations must be
made and values recorded on an appropriate data sheet. This data sheet should be very
carefully planned so that it may subsequently be used, if desired, for data reduction.
Frequently, much time may be saved in the reduction process by eliminating unnec-
essary transferal of data from one sheet to another. If a computer is to be used for data
reduction, then the primary data sheet should be so designed that the data may be eas-
ily transferred to the input device of the computer. Even with digital readout systems
the printout must be carefully labeled, either in the machine programming or by hand.

A bound notebook should be maintained to record sketches and significant
observations of an unusual character which may occur during both the planning
and the execution stages of the experiment. The notebook is also used for recording
thoughts and observations of a theoretical nature as the experiment progresses. Upon
the completion of the experimental program the well-kept notebook forms a clear and
sequential record of the experiment planning, observations during the experiment,
and, where applicable, correspondence of important observations with theoretical
predictions. Every experimenter should get into the habit of keeping a good notebook.
In some cases the output of various instrument transducers will be fed directly to
a data acquisition system and computer which processes the data and furnishes a
printed output of the desired results. Then, the notebook becomes the repository of
important sketches and listings of computer programs, aswell as documentationwhich
may be needed later to analyze the data or repeat the experiment. Sample printouts
or computer-generated graphs may be taped in the notebook along with program
documentation.

For those engineers conducting tests or experiments that are an essential part of
product development, which may lead to patent application, the bound notebook is
an essential legal element in the documentation that may be required in securing and
defending the patent. The well-documented bound notebook is an obvious advantage
to the person(s) who may be called upon to continue the work. One may suggest that
computer records and documentation substitute for the notebook and offer the ability
for rapid transfer of information to other interested parties. For confidential informa-
tion the need for stringent security measures in any electronic transmission is obvious.

As a summary of our remarks on experimental planning we present the gen-
eralized experimental procedure given in Table 2.8. This procedure is, of course, a
flexible one, and the reader should consider the importance of each item in relation
to the entire experimental program. Notice particularly item 1a. The engineer should
give careful thought to the need for the experiment. Perhaps after some sober thinking
the engineer will decide that a previously planned experiment is really not necessary
at all and that the desired information could be found from an analytical study or from
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Table 2.8 Generalized experimental procedure

1. a. Establish the need for the experiment.
b. Establish the optimum budgetary, manpower, and time requirements, including time

sequencing of the project. Modify scope of the experiment to actual budget, manpower, and
time schedule which are allowable.

2. Begin detail planning for the experiment; clearly establish objectives of experiment (verify
performance of production model, verify theoretical analysis of particular physical
phenomenon, etc.). If experiments are similar to those of previous investigators, be sure to
make use of experience of the previous workers. Never overlook the possibility that the work
may have been done before and reported in the literature.

3. Continue planning by performing the following steps:
a. Establish the primary variables which must be measured (force, strain, flow, pressure,

temperature, etc.).
b. Determine as nearly as possible the accuracy which may be required in the primary

measurements and the number of such measurements which will be required for proper data
analysis.

c. Set up date reduction calculations before conducting the experiments to be sure that
adequate data are being collected to meet the objectives of the experiment.

d. Analyze the possible errors in the anticipated results before the experiments are conducted
so that modifications in accuracy requirements on the various measurements may be
changed if necessary.

4. Select instrumentation for the various measurements to match the anticipated accuracy
requirements. Modify the instrumentation to match budgetary limitations if necessary.

5. Collect a few data points and conduct a preliminary analysis of these data to be sure that the
experiment is going as planned.

6. Modify the experimental apparatus and/or procedure in accordance with the findings in item 5.
7. Collect the bulk of experimental data and analyze the results.
8. Organize, discuss, and publish the findings and results of the experiments, being sure to include

information pertaining to all items 1 to 7, above.

the results of experiments already conducted. Do not take this item lightly. A great
amount of money is wasted by individuals who rush into a program only to discover
later that the experiments were unnecessary for their own particular purposes.

The Role of Uncertainty Analysis

in Experiment Planning

Items 3b and d in Table 2.8 note the need to perform preliminary analyses of experi-
mental uncertainties in order to effect a proper selection of instruments and to design
the apparatus to meet the overall goals of the experiment. These items are worthy of
further amplification.

Recall our previous comments about the terms accuracy, error, and uncertainty.
We noted that many persons use the term “error” when “uncertainty” is the proper
nomenclature. As promised before, we shall clarify this matter in Chap. 3.

In Chap. 3 we shall see how one goes about estimating uncertainty in an ex-
perimental measurement. For now, let us consider how these estimates can aid our
experiment planning. It is clear that certain variables we wish to measure are set by
the particular experimental objectives, but there may be several choices open in the
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method we use to measure these variables. An electric-power measurement could be
performed by measuring current and voltage and taking the product of these variables.
The power might also be calculated by measuring the voltage drop across a known re-
sistor, or possibly through some calorimetric determination of the heat dissipated from
a resistor. The choice of the method used can be made on the basis of an uncertainty
analysis, which indicates the relative accuracy of each method. A flow measurement
might be performed by sensing the pressure drop across an obstructionmeter, or possi-
bly by counting the number of revolutions of a turbine placed in the flow (seeChap. 7).
In the first case the overall uncertainty depends on the accuracy of a measurement of
pressure differential and other variables, such as flow area, while in the second case
the overall uncertainty depends on the accuracy of counting and a time determination.

The point is that a careful uncertainty analysis during the experiment planning
period may enable the investigator to make a better selection of instruments for the
program. Briefly, then, an uncertainty analysis enters into the planning phase with the
following approximate steps:

1. Several alternative measurement techniques are selected once the variables to
be measured have been established.

2. An uncertainty analysis is performed on each measurement technique, taking
into account the estimated accuracies of the instruments that will actually be
used.

3. The different measurement techniques are then compared on the basis of cost,
availability of instrumentation, ease of data collection, and calculated uncer-
tainty. The technique with the least uncertainty is clearly the most desirable
from an experimental-accuracy standpoint, but it may be too expensive. Fre-
quently, however, the investigator will find the cost is not a strong factor and
that the technique with the smallest uncertainty (within reason) is as easy to
perform as some other less accurate method.

Figure 2.18 divides the procedure of Table 2.8 into a graphical pattern of pre-
liminary, intermediate, and final stages of an experimental program. The feedback
blocks in these diagrams are very important because they illustrate the need to retrace
continuously one’s steps and modify the program in accordance with the most current
information that is available.

In Chap. 16 we will return to the notions of experiment planning by examining
a reasonable design protocol for experiments. This procedure will build upon the
information pertaining to uncertainty analysis contained in Chap. 3, which we have
already mentioned several times, as well as specific measurement techniques which
will be explored in other chapters.

2.13 Review Questions

2.1. What is meant by sensitivity; accuracy; precision?

2.2. Why is instrument calibration necessary?
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Figure 2.18 (a) Preliminary stages of experiment planning; (b) intermediate stages of
experiment planning; (c) final stages of experimental program.
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Figure 2.18 (Continued)

2.3. Why are standards necessary?

2.4. What is meant by frequency response?

2.5. Describe the meaning of phase shift.

2.6. Define time constant.

2.7. What kind of impedance matching is desired for (a) maximum power trans-
mission and (b) minimum influence on the output of the system?

2.8. Why is a literature survey important in the preliminary stages of experiment
planning?

2.9. Why is an uncertainty analysis important in the preliminary stages of experi-
ment planning?

2.10. How can an uncertainty analysis help to reduce overall experimental uncer-
tainty?

2.11. What is rise time?

2.12. What is meant by zeroth-, first-, and second-order systems?

2.13. What is meant by steady-state response?

2.14. What factors influence the time constant in first-order systems?

2.14 Problems

2.1. Consider an ordinary mercury-in-glass thermometer as a measurement system
and indicate which parts of the thermometer correspond to the boxes in the
diagram of Fig. 2.2.
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2.2. A thermometer is used for the range of 200 to 400◦F, and it is stated that its
accuracy is one-quarter of 1 percent.What does thismean in termsof temperature?

2.3. A sinusoidal forcing function is impressed on the system in Fig. 2.5. The natural
frequency is 100 Hz, and the damping ratio c/cc is 0.7. Calculate the amplitude
ratio and time lag of the system for an input frequency of 40 Hz. (The time lag is
the time interval between the maximum force input and maximum displacement
output.)

2.4. For a natural frequency of 100 Hz and a damping ratio of 0.7, compute the input-
frequency range for which the system in Fig. 2.5 will have an amplitude ratio of
1.00 ± 0.01.

2.5. A thermometer is initially at a temperature of 70◦F and is suddenly placed in a
liquid which is maintained at 300◦F. The thermometer indicates 200 and 270◦F
after time intervals of 3 and 5 s, respectively. Estimate the time constant for the
thermometer.

2.6. Plot the power output of the circuit in Fig. 2.11 as a function of R/Ri. Assume Ri

and E as constants and show the plot in dimensionless form; that is, use PRi/E
2

as the ordinate for the curve.

2.7. Asteel scale is graduated in increments of 1
32 in. What is the readability and least

count of such a scale?

2.8. A10-μF capacitor is charged to a potential of 100 V.At time zero it is discharged
through a 1-M� resistor. What is the time constant for this sytem?

2.9. The two-terminal device shown in Fig. 2.11 has an internal resistance of 5000 �.
A meter with an impedance of 20,000 � is connected to the output to perform a
voltage measurement. What is the percent error in determination of the internal
voltage?

2.10. The device in Prob. 2.9 has an internal voltage of 100 V. Calculate the power
output for the loading conditions indicated. What would be the maximum power
output? What power output would result for a load resistance of 1000 �?

2.11. A2-g mass is suspended from a simple spring. The deflection caused by this mass
is 0.5 cm. What is the natural frequency of the system?

2.12. A 10-lbm turntable is placed on rubber supports such that a deflection of 0.25 in
results from the weight. Calculate the natural frequency of such a system.

2.13. A resistance-capacitance system is to be designed with a time constant of 1 ms.
Specify several combinations of R and C to accomplish this, and based on com-
mercially available items, obtain the cost of each combination.

2.14. What is the minimum amplitude reduction to be expected for the system in Prob.
2.12 for frequencies greater than 20, 40, and 60 Hz?

2.15. A small tank contains 10 liters of water at 20◦C which is allowed to discharge
from an opening in the side at the initial rate of 6 liters/h. The discharge rate is
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directly proportional to the volume of water remaining in the tank. Calculate an
equivalent time constant for this system.

2.16. Pressure is measured in units of lbf/in2 in the English system of units. Derive
factors to convert to units of N/m2 (Pa) and kilopond/cm2.

2.17. One gallon equals 231 in3. Derive a conversion factor to convert automobile fuel
economy from mi/gal to km/liter.

2.18. A unit for viscosity in the English system is lbf · s/ft2. Determine a factor to
convert this to kg/m · s.

2.19. A unit for specific heat in the SI system is kJ/kg · ◦C. Derive a factor to convert
this to Btu/lbm · ◦F, and to kcal/g · ◦C.

2.20. Derive a factor to convert density from g/m3 to slugs/ft3.

2.21. An English unit for thermal conductivity is Btu/h · ft · ◦F. Derive a factor to
convert to ergs/cm · ◦C.

2.22. A unit of kinematic viscosity in the metric system is the Stoke (St), defined as
1.0 cm2/s. Derive a factor to convert to ft2/s.

2.23. The SI unit for heat generation is W/m3. Derive a factor to convert to Btu/h ·
ft3.

2.24. A unit for dynamic viscosity in the metric system is the poise (P) = 1.0 dyn ·
s/cm2. Derive a factor to convert to lbm/h · ft.

2.25. Heat flux may be expressed in units of W/cm2. Derive a factor to convert to
Btu/h · ft2.

2.26. The universal gas constant has a value of 1545 ft · lbf/lbm mol · ◦R. By applying
appropriate conversion factors, obtain its value in SI units.

2.27. Derive a factor to convert volume flow rate from cm3/s to gal/min.

2.28. How do you convert degrees Kelvin to degrees Rankine?

2.29. A thermometer has a time constant of 10 s and behaves as a first-order system. It
is initially at a temperature 30◦C and then suddenly subjected to a surrounding
temperature of 120◦C. Calculate the 90 percent rise time and the time to attain
99 percent of the steady-state temperature.

2.30. The thermometer in Prob. 2.29 is subjected to a harmonic temperature variation
having an amplitude of 20◦C and a frequency of 0.01 Hz. Determine the phase
lag of the thermometer and the amplitude attenuation. The time constant is still
taken as 10 s.

2.31. A pressure transducer operates as a second-order system having a natural fre-
quency of 10,000 Hz. For damping ratios c/cc of 0.3 and 0.4, determine the
resonance frequencies.

2.32. For the transducer in Prob. 2.31, determine the amplitude response and dynamic
error for frequencies of 2000 and 4000 Hz. Also, determine the phase lag for
these frequencies.
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2.33. A second-order system is to be designed for damping the amplitude response
by 40 percent for input frequencies from 10 to 50 Hz. Select suitable natural
frequencies and damping ratios c/cc to accomplish this objective.

2.34. A first-order system has a phase shift of −50◦ at a certain frequency. What will
be the phase lag at a frequency of twice this value? What will be the relative
amplitude responses at the two frequencies?

2.35. Afirst-order system is subjected to a harmonic input of 3Hz.The systemhas a time
constant of 0.5 s. Calculate the error of the amplitude response and the phase lag.

2.36. A thermometer acting as a first-order system is initially at a temperature of 35◦C
and is then suddenly subjected to a temperature of 110◦C. After 8 s the ther-
mometer indicates a temperature of 75◦C. Calculate the time constant and the
90 percent rise time for the thermometer.

2.37. A first-order system has a time constant of 0.05 s. Over what frequency range
will the amplitude response be within 10 percent?

2.38. A force transducer is connected such that the output registers a static sensitivity
of 1.0 V/kgf input. What is the output for a force input of 10 kgf?

2.39. The rise time for a certain RC circuit is to be 0.003 ms. Determine suitable values
of R and C to accomplish this.

2.40. A dynamic measurement device operating as a second-order system is to be de-
signed to measure an input frequency of 60 Hz with an amplitude error of no
greater than 5 percent. Determine appropriate design parameters which would
accomplish this objective. Many answers are possible, so discuss what factors
influenced your selection.

2.41. A pressure transducer has a damping ratio of 0.3 and a natural frequency of
12,000 Hz. Determine the frequency range for which the amplitude dynamic
error will be less than 10 percent.

2.42. A small temperature sensor operates as a first-order system and is stated to have
a time constant of 0.1 s. If it is initially at a temperature of 100◦C and suddenly
exposed to an environment temperature of l5◦C, how long will it take to indicate
a temperature of 17◦C?

2.43. If the temperature sensor of Prob. 2.42 is exposed to a harmonic temperature
source, for what frequency range will its amplitude response be within 10 per-
cent? What will be the time delay under these circumstances?

2.44. Apressure transducer operating as a second-order system is to be used to measure
a signal at 500 Hz. To select the transducer, we shall choose one with a natural
frequency of 1500 Hz. What damping ratio c/cc must be selected so that the
dynamic error of the amplitude response is less than 2 percent?

2.45. An RC electric circuit is to have a rise time of one microsecond (1 μs). Select
appropriate values of R and C to accomplish this objective.
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2.46. A large building mass behaves approximately like a first-order system when re-
sponding to a harmonic thermal input. If the harmonic input follows the pattern
of daily heating and cooling, that is, one cycle occurs over a 24-h period, and the
time delay is 2 h, estimate the time constant for the system. Also, estimate how
much the amplitude response decreases at this frequency.

2.47. A platform weighing 1.3 kg (force) is attached to a spring damper system with a
spring constant of 100 N/m. The damper is adjustable. If the damper is adjusted
to the critical value, how long will it take for the system to recover 90 percent of
the displaced value of a step input?

2.48. The system of Prob. 2.47 is subjected to a step input and the damper is adjusted
so that a damping ratio of 0.1 is obtained. Using the results of Fig. 2.9 or the
appropriate equation, estimate the time required for the system to reach the first
maximum point in overshoot.

2.49. Estimate the rise time for the system in Prob. 2.47 for an overdamped condition
with c/cc = 1.5.

2.50. Calculate the relative displacement from steady-state value for the system in
Prob. 2.47 at t = 1 s and c = 5.7 kg/s.

2.51. A special oscilloscope used in high-power laser systems is stated to have a rise
time of 1 picosecond for a step input. What does this imply in terms of frequency
response?

2.52. Assume that the weight of a 3000-lb automobile is distributed evenly over
the four wheels and associated spring shock absorber system. Also assume
that the springs will be deflected 1.5 in when the auto is loaded with 1000 lb.
What is the natural frequency of such a system? What is the rise time for critical
damping and a step input to the system?

2.53. A temperature-sensing element is stated to behave as a first-order system with a
rise time of 0.1 s. If the element is initially at a temperature of 20◦C and suddenly
subjected to a temperature of 125◦C, what temperature will the element indicate
after a time of 0.05 s?

2.54. A metric unit for dynamic viscosity is kg/m-s. Determine a conversion factor to
convert to lbf-s/ft2.

2.55. A dimensionless group used in fluid mechanics is the Reynolds number defined
as

Re = ρux/μ

where ρ is fluid density, u is velocity, x is a dimension, and μ is the dynamic
viscosity. Determine sets of units for these four parameters in SI and English
systems that will make Re dimensionless.

2.56. A dimensionless group used in free-convection heat-transfer problems is the
Grashof number defined by

Gr = gβρ2�Tx3

μ2
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where g is the acceleration of gravity, β is rate of change of fluid volume per unit
change in temperature per unit volume, �T is a temperature difference, x is a
distance parameter, and μ is the fluid dynamic viscosity having units of N-s/m2

in the SI system. Determine suitable units for all parameters in the SI system
which will cause Gr to be dimensionless. Repeat for the English system.

2.57. At a certain electronics company the units employed for thermal conductiv-
ity are W-cm/in2-◦F. Determine a factor to convert to the standard SI unit of
W/m-◦C. In the thermal conductivity parameter ◦C or ◦F represents a tempera-
ture difference.

2.58. A temperature measurement device is believed to behave as a first-order system
with a rise time of 0.2. At time zero the device is at a temperature of 45◦C. What
temperature will be indicated by the device 0.1 s after it is suddenly exposed to
a temperature of 100◦C? Assume that the rise time remains constant.

2.59. An empty pickup truck weighs 4500 lbf with the weight distributed about equally
to the four wheels. When the truck is loaded with 1500 lb distributed uniformly
to all four wheels, the suspension springs deflect by 1 in. Calculate the natural
frequency for the system.Assuming a step input, what would be the rise time for
the system?

2.60. A pressure transducer is to be selected to measure a varying pressure at a fre-
quency of 400 Hz. The device selected has a natural frequency of 1200 Hz. It
is desired that the dynamic error of the amplitude response of the transducer not
exceed 2 percent. What damping ratio is necessary to achieve this response?

2.61. Determine the Fourier sine series for the function f(x) = x3 for 0 < x < π

Ans. x3 = 2�(−1)n+1{[(nπ)2 − 6]/n3}sin nx

2.62. The thermal response of buildings behaves approximately as a first-order system
when subjected to a harmonic temperature variation. Without imposition of a
sudden “cold front” a single cycle is executed over a 24-h period. If the time
delay for maximum and minimum points in the temperature wave lags by 1.5 h,
calculate the time constant for the system.

2.63. A thermocouple behaves approximately as a first-order system. The element is
initially at a temperature of 45◦C and suddenly subjected to a temperature of
100◦C. After a period of 6 s the thermocouple indicates a temperature of 70◦C.
Calculate the 90 percent rise time for the thermocouple.

2.64. Determine the Fourier series for the function f(x) = x for −π < x < π

Ans. x = 2�[(−1)n+1/n]sin nx

2.65. A thermocouple has a time constant of 8 s and may be approximated as a first-
order system. If it is initially at a temperature of 40◦C and suddenly exposed to
a surrounding temperature of l00◦C, calculate the 90 percent rise time and the
time to attain 99 percent of the steady-state temperature.

2.66. A certain first-order system is subjected to a harmonic input of 5 Hz, producing
a time constant of 0.6 s. Calculate the error for the amplitude response and the
phase lag.
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2.67. The thermocouple of Prob. 2.65 is subjected to a harmonic temperature variation
having an amplitude of 15◦C and frequency of 0.01 Hz. Determine the phase lag
of the thermocouple and the amplitude attenuation. Assume the time constant
does not change.

2.68. Determine the Fourier series for the function f(x) = x + x3/3 for 0 < x < π.
Hint: Combine solutions to Probs. 2.61 and 2.64.
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c h a p t e r

3
Analysis of Experimental Data

3.1 Introduction

Some form of analysis must be performed on all experimental data. The analysis
may be a simple verbal appraisal of the test results, or it may take the form of a
complex theoretical analysis of the errors involved in the experiment and matching of
the data with fundamental physical principles. Even new principles may be developed
in order to explain some unusual phenomenon. Our discussion in this chapter will
consider the analysis of data to determine errors, precision, and general validity of
experimental measurements. The correspondence of the measurements with physical
principles is another matter, quite beyond the scope of our discussion. Some methods
of graphical data presentation will also be discussed. The interested reader should
consult the monograph by Wilson [4] for many interesting observations concerning
correspondence of physical theory and experiment.

The experimentalist should always know the validity of data. The automobile test
engineer must know the accuracy of the speedometer and gas gage in order to express
the fuel-economy performance with confidence. A nuclear engineer must know the
accuracy and precision of many instruments just to make some simple radioactivity
measurements with confidence. In order to specify the performance of an amplifier, an
electrical engineer must know the accuracy with which the appropriate measurements
of voltage, distortion, and so forth, have been conducted. Many considerations enter
into a final determination of the validity of the results of experimental data, and we
wish to present some of these considerations in this chapter.

Errorswill creep into all experiments regardless of the care exerted. Someof these
errors are of a random nature, and some will be due to gross blunders on the part of the
experimenter. Bad data due to obvious blunders may be discarded immediately. But
what of the data points that just “look” bad? We cannot throw out data because they
do not conform with our hopes and expectations unless we see something obviously
wrong. If such “bad” points fall outside the range of normally expected random devi-
ations, they may be discarded on the basis of some consistent statistical data analysis.
The keyword here is “consistent.” The elimination of data points must be consistent

60
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3.2 Causes and Types of Experimental Errors 61

and should not be dependent on human whims and bias based on what “ought
to be.” In many instances it is very difficult for the individual to be consistent and
unbiased. The pressure of a deadline, disgust with previous experimental failures, and
normal impatience all can influence rational thinking processes. However, the compe-
tent experimentalist will strive to maintain consistency in the primary data analysis.
Our objective in this chapter is to show how one may go about maintaining this
consistency.

3.2 Causes and Types of Experimental Errors

In this section we present a discussion of some of the types of errors that may be
present in experimental data and begin to indicate the way these data may be handled.
First, let us distinguish between single-sample and multisample data.

Single-sample data are those in which some uncertainties may not be discovered
by repetition. Multisample data are obtained in those instances where enough exper-
iments are performed so that the reliability of the results can be assured by statistics.
Frequently, cost will prohibit the collection of multisample data, and the experimenter
must be content with single-sample data and prepared to extract as much information
as possible from such experiments. The reader should consult Refs. [1] and [4] for
further discussions on this subject, but we state a simple example at this time. If one
measures pressure with a pressure gage and a single instrument is the only one used
for the entire set of observations, then some of the error that is present in the measure-
ment will be sampled only once no matter how many times the reading is repeated.
Consequently, such an experiment is a single-sample experiment. On the other hand,
if more than one pressure gage is used for the same total set of observations, then we
might say that a multisample experiment has been performed. The number of obser-
vations will then determine the success of this multisample experiment in accordance
with accepted statistical principles.

An experimental error is an experimental error. If the experimenter knew what
the error was, he or she would correct it and it would no longer be an error. In other
words, the real errors in experimental data are those factors that are always vague
to some extent and carry some amount of uncertainty. Our task is to determine just
how uncertain a particular observation may be and to devise a consistent way of
specifying the uncertainty in analytical form.A reasonable definition of experimental
uncertainty may be taken as the possible value the error may have. This uncertainty
may vary a great deal depending on the circumstances of the experiment. Perhaps it is
better to speak of experimental uncertainty instead of experimental error because the
magnitude of an error is always uncertain. Both terms are used in practice, however,
so the reader should be familiar with the meaning attached to the terms and the ways
that they relate to each other.

It is very common for people to speak of experimental errors when the correct
terminology should be “uncertainty.” Because of this common usage, we ask that the
reader accept the faulty semantics when they occur and view each term in its proper
context.
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Types of Errors

At this point we mention some types of errors that may cause uncertainty in an exper-
imental measurement. First, there can always be those gross blunders in apparatus or
instrument construction which may invalidate the data. Hopefully, the careful exper-
imenter will be able to eliminate most of these errors. Second, there may be certain
fixed errors which will cause repeated readings to be in error by roughly the same
amount but for some unknown reason. These fixed errors are sometimes called sys-
tematic errors, or bias errors. Third, there are the random errors, which may be
caused by personal fluctuations, random electronic fluctuations in the apparatus or
instruments, various influences of friction, and so forth. These random errors usually
follow a certain statistical distribution, but not always. In many instances it is very
difficult to distinguish between fixed errors and random errors.

The experimentalist may sometimes use theoretical methods to estimate the mag-
nitude of a fixed error. For example, consider the measurement of the temperature
of a hot gas stream flowing in a duct with a mercury-in-glass thermometer. It is well
known that heat may be conducted from the stem of the thermometer, out of the body,
and into the surroundings. In other words, the fact that part of the thermometer is
exposed to the surroundings at a temperature different from the gas temperature to be
measured may influence the temperature of the stem of the thermometer. There is a
heat flow from the gas to the stem of the thermometer, and, consequently, the temper-
ature of the stem must be lower than that of the hot gas. Therefore, the temperature
we read on the thermometer is not the true temperature of the gas, and it will not
make any difference how many readings are taken—we shall always have an error
resulting from the heat-transfer condition of the stem of the thermometer. This is a
fixed error, and its magnitude may be estimated with theoretical calculations based
on known thermal properties of the gas and the glass thermometer.

3.3 Error Analysis on a Commonsense Basis

We have already noted that it is somewhat more explicit to speak of experimental
uncertainty than experimental error. Suppose that we have satisfied ourselves with
the uncertainty in some basic experimental measurements, taking into consideration
such factors as instrument accuracy, competence of the people using the instruments,
and so forth. Eventually, the primary measurements must be combined to calculate
a particular result that is desired. We shall be interested in knowing the uncertainty
in the final result due to the uncertainties in the primary measurements. This may be
done by a commonsense analysis of the data which may take many forms. One rule
of thumb that could be used is that the error in the result is equal to the maximum
error in any parameter used to calculate the result. Another commonsense analysis
would combine all the errors in the most detrimental way in order to determine the
maximum error in the final result. Consider the calculation of electric power from

P = EI
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where E and I are measured as

E = 100 V ± 2 V

I = 10 A ± 0.2 A

The nominal value of the power is 100× 10 = 1000W. By taking the worst possible
variations in voltage and current, we could calculate

Pmax = (100+ 2)(10+ 0.2) = 1040.4 W

Pmin = (100− 2)(10− 0.2) = 960.4 W

Thus, using this method of calculation, the uncertainty in the power is +4.04
percent, −3.96 percent. It is quite unlikely that the power would be in error by these
amounts because the voltmeter variations would probably not correspond with the
ammeter variations. When the voltmeter reads an extreme “high,” there is no reason
that the ammeter must also read an extreme “high” at that particular instant; indeed,
this combination is most unlikely.

The simple calculation applied to the electric-power equation above is a useful
way of inspecting experimental data to determine what errors could result in a final
calculation; however, the test is too severe and should be used only for rough inspec-
tions of data. It is significant to note, however, that if the results of the experiments
appear to be in error by more than the amounts indicated by the above calculation,
then the experimenter had better examine the data more closely. In particular, the
experimenter should look for certain fixed errors in the instrumentation, which may
be eliminated by applying either theoretical or empirical corrections.

As another example we might conduct an experiment where heat is added to
a container of water. If our temperature instrumentation should indicate a drop in
temperature of the water, our good sense would tell us that something is wrong and
the data point(s) should be thrown out. No sophisticated analysis procedures are
necessary to discover this kind of error.

The term “common sense” has many connotations and means different things to
different people. In the brief example given above it is intended as a quick and expe-
dient vehicle, which may be used to examine experimental data and results for gross
errors and variations. In subsequent sectionswe shall presentmethods for determining
experimental uncertainties in a more precise manner.

3.4 Uncertainty Analysis and Propagation

of Uncertainty

A more precise method of estimating uncertainty in experimental results has been
presented byKline andMcClintock [1]. Themethod is based on a careful specification
of the uncertainties in the various primary experimental measurements. For example,
a certain pressure reading might be expressed as

p = 100 kPa ± 1 kPa
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When the plus or minus notation is used to designate the uncertainty, the person
making this designation is stating the degree of accuracy with which he or she believes
the measurement has been made. We may note that this specification is in itself
uncertain because the experimenter is naturally uncertain about the accuracy of these
measurements.

If a very careful calibration of an instrument has been performed recently with
standards of very high precision, then the experimentalist will be justified in assigning
a much lower uncertainty to measurements than if they were performed with a gage
or instrument of unknown calibration history.

To add a further specification of the uncertainty of a particular measurement,
Kline and McClintock propose that the experimenter specify certain odds for the
uncertainty. The above equation for pressure might thus be written

p = 100 kPa ± 1 kPa (20 to 1)

In other words, the experimenter is willing to bet with 20 to 1 odds that the
pressure measurement is within ±1 kPa. It is important to note that the specification
of such odds can only be made by the experimenter based on the total laboratory
experience.

Suppose a set of measurements is made and the uncertainty in each measurement
may be expressed with the same odds. These measurements are then used to calculate
some desired result of the experiments. We wish to estimate the uncertainty in the
calculated result on the basis of the uncertainties in the primary measurements. The
result R is a given function of the independent variables x1, x2, x3, . . . , xn. Thus,

R = R(x1, x2, x3, . . . , xn) [3.1]

Let wR be the uncertainty in the result and w1, w2, . . . , wn be the uncertainties in the
independent variables. If the uncertainties in the independent variables are all given
with the same odds, then the uncertainty in the result having these odds is given in
Ref. [1] as

wR =
[(

∂R

∂x1
w1

)2

+
(

∂R

∂x2
w2

)2

+ · · · +
(

∂R

∂xn

wn

)2
]1/2

[3.2]

If this relation is applied to the electric-power relation of the previous section, the
expected uncertainty is 2.83 percent instead of 4.04 percent.

We should call the reader’s attention to the requirement that all the uncertainties
in Eq. (3.2) should be expressed with the same odds.As a practical matter, the relation
is most often used without regard to a specification of the odds of the uncertainties
wn. The experimentalist conducting the experiments is the person best qualified to
estimate such odds, so it not unreasonable to assign responsibility for relaxation of
the equal-odds to him or her. Further information is given in Ref. [1].
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Uncertainties for Product Functions

In many cases the result function of Eq. (3.2) takes the form of a product of the
respective primary variables raised to exponents and expressed as

R = x
a1
1 x

a2
2 · · · xan

n [3.1a]

When the partial differentiations are performed, we obtain

∂R

∂xi

= x
a1
1 x

a2
2

(
aix

ai−1
i

) · · · xan

n

Dividing by R from Eq. (3.1a)

1

R

∂R

∂xi

= ai

xi

Inserting this relation in Eq. (3.2) gives

wR

R
=

[∑(
aiwxi

xi

)2
]1/2

[3.2a]

The reader should note that this relation for the fractional uncertainty in the result
may only be employed when the result function takes the product form indicated in
Eq. (3.1a).

Uncertainties for Additive Functions

When the result function has an additive form, R will be expressed as

R = a1x1 + a2x2 + · · · + anxn =
∑

aixi [3.1b]

and the partial derivatives for use in Eq. (3.2) are then

∂R

∂xi

= ai

The uncertainty in the result may then be expressed as

wR =
{∑[(

∂R

∂xi

)2

w2
xi

]}1/2

=
[∑(

aiwxi

)2
]1/2

[3.2b]

Equations (3.2a) and (3.2b) may be used in combination when the result function
involves both product and additive terms.

Example 3.1UNCERTAINTY OF RESISTANCE OF A COPPER WIRE. The resistance of a certain
size of copper wire is given as

R = R0[1+ α(T − 20)]
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66 C H A P T E R 3 • Analysis of Experimental Data

where R0 = 6 � ± 0.3 percent is the resistance at 20◦C, α = 0.004◦C−1 ± 1 percent is
the temperature coefficient of resistance, and the temperature of the wire is T = 30± 1◦C.
Calculate the resistance of the wire and its uncertainty.

Solution

The nominal resistance is

R = (6)[1+ (0.004)(30− 20)] = 6.24 �

The uncertainty in this value is calculated by applying Eq. (3.2). The various terms are

∂R

∂R0
= 1+ α(T − 20) = 1+ (0.004)(30− 20) = 1.04

∂R

∂α
= R0(T − 20) = (6)(30− 20) = 60

∂R

∂T
= R0α = (6)(0.004) = 0.024

wR0 = (6)(0.003) = 0.018 �

wα = (0.004)(0.01) = 4× 10−5 ◦C−1

wT = 1◦C

Thus, the uncertainty in the resistance is

WR = [(1.04)2(0.018)2 + (60)2(4× 10−5)2 + (0.024)2(1)2]1/2

= 0.0305 � or 0.49%

Example 3.2 UNCERTAINTY IN POWER MEASUREMENT. The two resistors R and Rs are con-
nected in series as shown in the accompanying figure. The voltage drops across each resistor
are measured as

E = 10 V ± 0.1 V (1%)

Es = 1.2 V ± 0.005 V (0.467%)

along with a value of

Rs = 0.0066 �± 1/4%

From these measurements determine the power dissipated in resistor R and its uncertainty.

E Es

R Rs

Figure Example 3.2

Solution

The power dissipated in resistor R is

P = EI
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3.4 Uncertainty Analysis and Propagation of Uncertainty 67

The current through both resistors is I = Es/Rs so that

P = EEs

Rs

[a]

The nominal value of the power is therefore

P = (10)(1.2)/(0.0066) = 1818.2 W

The relationship for the power given inEq. (a) is a product function, so the fractional uncertainty
in the power may be determined from Eq. (3.2a). We have

aE = 1 aEs
= 1 and aRs

= −1

so that

wP

P
=

[(
aEwE

E

)2

+
(

aEs
wEs

Es

)2

+
(

aRs
wRs

Rs

)2
]1/2

=
[
(1)2

(
0.1

10

)2

+ (1)2
(

0.005

1.2

)2

+ (−1)2(0.0025)2

]1/2

= 0.0111

Then

wP = (0.0111)(1818.2) = 20.18 W

Particular notice should be given to the fact that the uncertainty propagation in
the result wR predicted by Eq. (3.2) depends on the squares of the uncertainties in
the independent variables wn. This means that if the uncertainty in one variable is
significantly larger than the uncertainties in the other variables, say, by a factor of 5
or 10, then it is the largest uncertainty that predominates and the others may probably
be neglected.

To illustrate, suppose there are three variables with a product of sensitivity and
uncertainty [(∂R/∂x)wx] of magnitude 1, and one variable with a magnitude of 5. The
uncertainty in the result would be

(52 + 12 + 12 + 12)1/2 =
√

28 = 5.29

The importance of this brief remark concerning the relativemagnitude of uncertainties
is evident when one considers the design of an experiment, procurement of instrumen-
tation, and so forth. Very little is gained by trying to reduce the “small” uncertainties.
Because of the square propagation it is the “large” ones that predominate, and any
improvement in the overall experimental result must be achieved by improving the in-
strumentation or technique connected with these relatively large uncertainties. In the
examples and problems that follow, both in this chapter and throughout the book, the
reader should always note the relative effect of uncertainties in primary measurements
on the final result.

In Sec. 2.12 (Table 2.8) the reader was cautioned to examine possible experi-
mental errors before the experiment is conducted. Equation (3.2) may be used very
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68 C H A P T E R 3 • Analysis of Experimental Data

effectively for such analysis, as we shall see in the sections and chapters that follow.
A further word of caution may be added here. It is just as unfortunate to overestimate
uncertainty as to underestimate it. An underestimate gives false security, while an
overestimate may make one discard important results, miss a real effect, or buy much
too expensive instruments. The purpose of this chapter is to indicate some of the
methods for obtaining reasonable estimates of experimental uncertainty.

In the previous discussion of experimental planning we noted that an uncertainty
analysis may aid the investigator in selecting alternative methods to measure a par-
ticular experimental variable. It may also indicate how one may improve the overall
accuracy of a measurement by attacking certain critical variables in the measurement
process. The next three examples illustrate these points.

Example 3.3 SELECTION OF MEASUREMENT METHOD. A resistor has a nominal stated value of
10 � ± 1 percent. A voltage is impressed on the resistor, and the power dissipation is to be
calculated in two different ways: (1) from P = E2/R and (2) from P = EI. In (1) only a
voltage measurement will be made, while both current and voltage will be measured in (2).
Calculate the uncertainty in the power determination in each case when the measured values
of E and I are

E = 100 V ± 1% (for both cases)

I = 10 A ± 1%

I

E

R

Figure Example 3.3 Power measurement across a resistor.

Solution

The schematic is shown in the accompanying figure. For the first case we have

∂P

∂E
= 2E

R

∂P

∂R
= −E2

R2

and we apply Eq. (3.2) to give

wP =
[(

2E

R

)2

w2
E +

(
−E2

R2

)2

w2
R

]1/2

[a]

Dividing by P = E2/R gives

wP

P
=
[
4

(
wE

E

)2

+
(

wR

R

)2
]1/2

[b]

Inserting the numerical values for uncertainty gives
wP

P
= [4(0.01)2 + (0.01)2]1/2 = 2.236%
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3.4 Uncertainty Analysis and Propagation of Uncertainty 69

For the second case we have
∂P

∂E
= I

∂P

∂I
= E

and after similar algebraic manipulation we obtain

wP

P
=
[(

wE

E

)2

+
(

wI

I

)2
]1/2

[c]

Inserting the numerical values of uncertainty yields
wP

P
= [(0.01)2 + (0.01)2]1/2 = 1.414%

Comment

The second method of power determination provides considerably less uncertainty than the first
method, even though the primary uncertainties in each quantity are the same. In this example
the utility of the uncertainty analysis is that it affords the individual a basis for selection of a
measurement method to produce a result with less uncertainty.

Example 3.4INSTRUMENT SELECTION. The power measurement in Example 3.2 is to be conducted
by measuring voltage and current across the resistor with the circuit shown in the accompa-
nying figure. The voltmeter has an internal resistance Rm, and the value of R is known only
approximately. Calculate the nominal value of the power dissipated in R and the uncertainty
for the following conditions:

R = 100� (not known exactly)

Rm = 1000�± 5%

I = 5 A ± 1%

E = 500 V ± 1%

I

E

R

Rm

I1

I2

Figure Example 3.4 Effect of meter impedance on measurement.

Solution

A current balance on the circuit yields

I1 + I2 = I

E

R
+ E

Rm

= I

and

I1 = I − E

Rm

[a]
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The power dissipated in the resistor is

P = EI1 = EI − E2

Rm

[b]

The nominal value of the power is thus calculated as

P = (500)(5)− 5002

1000
= 2250 W

In terms of known quantities the power has the functional form P = f(E, I, Rm), and so we
form the derivatives

∂P

∂E
= I − 2E

Rm

∂P

∂I
= E

∂P

∂Rm

= E2

R2
m

The uncertainty for the power is now written as

wP =
[(

I − 2E

Rm

)2

w2
E + E2w2

I +
(

E2

R2
m

)2

w2
Rm

]1/2

[c]

Inserting the appropriate numerical values gives

wP =
[(

5− 1000

1000

)2

52 + (25× 104)(25× 10−4)+
(

25× 104

106

)2

(2500)

]1/2

= [16+ 25+ 6.25]1/2(5)

= 34.4 W

or wP

P
= 34.4

2250
= 1.53%

In order of influence on the final uncertainty in the power we have

1. Uncertainty of current determination

2. Uncertainty of voltage measurement

3. Uncertainty of knowledge of internal resistance of voltmeter

Comment

There are other conclusions we can draw from this example. The relative influence of the
experimental quantities on the overall power determination is noted above. But this listing
may be a bit misleading in that it implies that the uncertainty of the meter impedance does not
have a large effect on the final uncertainty in the power determination. This results from the
fact that Rm�R (Rm= 10R). If the meter impedance were lower, say, 200 �, we would find
that it was a dominant factor in the overall uncertainty. For a very high meter impedance there
would be little influence, even with a very inaccurate knowledge of the exact value of Rm.
Thus, we are led to the simple conclusion that we need not worry too much about the precise
value of the internal impedance of the meter as long as it is very large compared with the
resistance we are measuring the voltage across. This fact should influence instrument selection
for a particular application.
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3.4 Uncertainty Analysis and Propagation of Uncertainty 71

Example 3.5WAYS TO REDUCE UNCERTAINTIES. A certain obstruction-type flowmeter (orifice,
venturi, nozzle), shown in the accompanying figure, is used to measure the flow of air at low
velocities. The relation describing the flow rate is

ṁ = CA

[
2gcp1

RT1
(p1 − p2)

]1/2

[a]

p1T1

�p1 2

Flow

Figure Example 3.5 Uncertainty in a flowmeter.
where C = empirical-discharge coefficient

A = flow area
p1 and p2 = upstream and downstream pressures, respectively

T1 = upstream temperature
R = gas constant for air

Calculate the percent uncertainty in the mass flow rate for the following conditions:

C = 0.92± 0.005 (from calibration data)
p1 = 25 psia ± 0.5 psia
T1 = 70◦F± 2◦F T1 = 530◦R

�p = p1 − p2 = 1.4 psia± 0.005 psia (measured directly)

A = 1.0 in2 ± 0.001 in2

Solution

ln this example the flow rate is a function of several variables, each subject to an uncertainty.

ṁ = f(C,A, p1,�p, T1) [b]

Thus, we form the derivatives

∂ṁ

∂C
= A

(
2gcp1

RT1
�p

)1/2

∂ṁ

∂A
= C

(
2gcp1

RT1
�p

)1/2

∂ṁ

∂p1
= 0.5CA

(
2gc

RT1
�p

)1/2

p
−1/2
1 [c]

∂ṁ

∂�p
= 0.5CA

(
2gcp1

RT1

)1/2

�p−1/2

∂ṁ

∂T1
= −0.5CA

(
2gcp1

R
�p

)1/2

T
−3/2
1
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72 C H A P T E R 3 • Analysis of Experimental Data

The uncertainty in the mass flow rate may now be calculated by assembling these derivatives
in accordance with Eq. (3.2). Designating this assembly as Eq. (c) and then dividing by Eq. (a)
gives

wṁ

ṁ
=
[(

wC

C

)2

+
(

wA

A

)2

+ 1

4

(
wp1

p1

)2

+ 1

4

(
w�p

�p

)2

+ 1

4

(
wT1

T1

)2
]1/2

[d]

We may now insert the numerical values for the quantities to obtain the percent uncertainty in
the mass flow rate.

wṁ

ṁ
=
[(

0.005

0.92

)2

+
(

0.001

1.0

)2

+ 1

4

(
0.5

25

)2

+ 1

4

(
0.005

1.4

)2

+ 1

4

(
2

530

)2
]1/2

= [29.5× 10−6 + 1.0× 10−6 + 1.0× 10−4 + 3.19× 10−6 + 3.57× 10−6]1/2

= [1.373× 10−4]1/2 = 1.172% [e]

Comment

The main contribution to uncertainty is the p1 measurement with its basic uncertainty of
2 percent. Thus, to improve the overall situation the accuracy of this measurement should be
attacked first. In order of influence on the flow-rate uncertainty we have:

1. Uncertainty in p1 measurement (±2 percent)

2. Uncertainty in value of C

3. Uncertainty in determination of T1

4. Uncertainty in determination of �p

5. Uncertainty in determination of A

By inspecting Eq. (e) we see that the first and third items make practically the whole contri-
bution to uncertainty. The value of the uncertainty analysis in this example is that it shows the
investigator how to improve the overall measurement accuracy of this technique. First, obtain a
more precise measurement of p1. Then, try to obtain a better calibration of the device, that is, a
better value ofC. In Chap. 7 we shall see how values of the discharge coefficientC are obtained.

3.5 Evaluation of Uncertainties

for Complicated Data Reduction

We have seen in the preceding discussion and examples how uncertainty analysis can
be a useful tool to examine experimental data. In many cases data reduction is a rather
complicated affair and is often performed with a computer routine written specifically
for the task. An adaptation of the routine can provide for direct calculation of uncer-
tainties without resorting to an analytical determination of the partial derivatives in
Eq. (3.2). We still assume that this equation applies, although it could involve several
computational steps. We also assume that we are able to obtain estimates by some
means of the uncertainties in the primary measurements, that is, w1, w2, etc.
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Suppose a set of data is collected in the variables x1, x2, . . . , xn and a result is
calculated. At the same time one may perturb the variables by �x1,�x2, etc., and
calculate new results. We would have

R(x1) = R(x1, x2, . . . , xn)

R(x1 +�x1) = R(x1 +�x1, x2, . . . , xn)

R(x2) = R(x1, x2, . . . , xn)

R(x2 +�x2) = R(x1, x2 +�x2, . . . , xn)

For small enough values of �x the partial derivatives can be approximated by

∂R

∂x1
� R(x1 +�x1)− R(x1)

�x1

∂R

∂x2
� R(x2 +�x2)− R(x2)

�x2

and these values could be inserted in Eq. (3.2) to calculate the uncertainty in the result.
At this point we must again alert the reader to the ways uncertainties or errors

of instruments are normally specified. Suppose a pressure gage is available and the
manufacturer states that it is accurate within ±1.0 percent. This statement normally
refers to percent of full scale. So a gage with a range of 0 to 100 kPa would have an
uncertainty of ±10 percent when reading a pressure of only 10 kPa. Of course, this
means that the uncertainty in the calculated result, as either an absolute value or a
percentage, can vary widely depending on the range of operation of instruments used
to make the primary measurements. The above procedure can be used to advantage
in complicated data-reduction schemes.

Evaluation of the partial derivatives in Eq. (3.2) in terms of finite differences is
not as cumbersome as it might appear. A computer will normally be employed for
data reduction and calculation of intermediate and final results from the primary ex-
perimental measurements. In other words, one will usually have a procedure in place
for calculating R(x1, x2, . . . , xn). The procedure may be executed with a spreadsheet
or other software packages. It is a simple matter to modify the procedure to calculate
perturbed values R(x1 +�x1, . . .), etc., and then obtain the finite difference approx-
imations to ∂R/∂x1. Furthermore, the procedure may be extended to evaluate the
influence coefficients (

∂R

∂xn

wxn

)2

at various points in the data reduction process. A study of the relative values of these
coefficients can then indicate the data points in the experiment which contribute most
to the overall uncertainty in the results. An example of a spreadsheet procedure using
Microsoft Excel is given in Ref. [28].

A very full description of this technique and many other considerations of uncer-
tainty analysis are given by Moffat [7, 14]. An example of an industry standard on
uncertainty analysis is given in Ref. [8].
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Example 3.6 UNCERTAINTY CALCULATION BY RESULT PERTURBATION. Calculate the uncer-
tainty of the wire resistance in Example 3.1 using the result-perturbation technique.

Solution

In Example 3.1 we have already calculated the nominal resistance as 6.24 �. We now perturb
the three variables R0, α, and T by small amounts to evaluate the partial derivatives. We shall
take

�R0 = 0.01 �α = 1× 10−5 �T = 0.1

Then R(R0 +�R0) = (6.01)[1+ (0.004)(30− 20)] = 6.2504

and the derivative is approximated as

∂R

∂R0
≈ R(R0 +�R0)− R

�R0
= 6.2504− 6.24

0.01
= 1.04

or the same result as in Example 3.1. Similarly,

R(α+�α) = (6.0)[1+ (0.00401)(30− 20)] = 6.2406

∂R

∂α
≈ R(α+�α)− R

�α
= 6.2406− 6.24

1× 10−5
= 60

R(T +�T) = (6)[1+ (0.004)(30.1− 20)] = 6.2424

∂R

∂T
≈ R(T +�T )− R

�T
= 6.2424− 6.24

0.1
= 0.24

All the derivatives are the same as in Example 3.1, so the uncertainty in R would be the same,
or 0.0305�.

3.6 Statistical Analysis of Experimental Data

We shall not be able to give an extensive presentation of the methods of statistical
analysis of experimental data; we may only indicate some of the more important
methods currently employed. First, it is important to define some pertinent terms.

When a set of readings of an instrument is taken, the individual readings will
vary somewhat from each other, and the experimenter may be concerned with the
mean of all the readings. If each reading is denoted by xi and there are n readings,
the arithmetic mean is given by

xm = 1

n

n∑
i=1

xi [3.3]

The deviation di for each reading is defined by

di = xi − xm [3.4]
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We may note that the average of the deviations of all the readings is zero since

d̄i = 1

n

n∑
i=1

di = 1

n

n∑
i=1

(xi − xm)

= xm − 1

n
(nxm) = 0 [3.5]

The average of the absolute values of the deviations is given by

|d̄i| = 1

n

n∑
i=1

|di| = 1

n

n∑
i=1

|xi − xm| [3.6]

Note that this quantity is not necessarily zero.
The standard deviation or root-mean-square deviation is defined by

σ =
[

1

n

n∑
i=1

(xi − xm)2

]1/2

[3.7]

and the square of the standard deviation σ2 is called the variance. This is sometimes
called the population or biased standard deviation because it strictly applies only
when a large number of samples is taken to describe the population.

In many circumstances the engineer will not be able to collect as many data
points as necessary to describe the underlying population. Generally speaking, it is
desired to have at least 20 measurements in order to obtain reliable estimates of
standard deviation and general validity of the data. For small sets of data an unbiased
or sample standard deviation is defined by

σ =
[∑n

i=1(xi − xm)2

n− 1

]1/2

[3.8]

Note that the factor n− 1 is used instead of n as in Eq. (3.7). The sample or unbiased
standard deviation should be usedwhen the underlying population is not known.How-
ever, when comparisons are made against a known population or standard, Eq. (3.7)
is the proper one to use for standard deviation. An example would be the calibration
of a voltmeter against a known voltage source.

There are other kinds of mean values of interest from time to time in statistical
analysis. The median is the value that divides the data points in half. For example, if
measurements made on five production resistors give 10, 12, 13, 14, and 15 k�, the
median value would be 13 k�. The arithmetic mean, however, would be

Rm = 10+ 12+ 13+ 14+ 15

5
= 12.8 k�

In some instances it may be appropriate to divide data into quartiles and deciles also.
So, when we say that a student is in the upper quartile of the class, we mean that that
student’s grade is among the top 25 percent of all students in the class.

Sometimes it is appropriate to use a geometric mean when studying phenomena
whichgrow inproportion to their size.Thiswould apply to certain biological processes
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and to growth rates in financial resources. The geometric mean is defined by

xg = [x1 · x2 · x3 · · · xn]
1/n [3.9]

As an example of the use of this concept, consider the 5-year record of a mutual fund
investment:

Asset Rate of Increase
Year Value over Previous Year

1 1000
2 890 0.89
3 990 1.1124
4 1100 1.1111
5 1250 1.1364

The average growth rate is therefore

Average growth = [(0.89)(1.1124)(1.1111)(1.1364)]1/4

= 1.0574

To see that this is indeed a valid average growth rate, we can observe that

(1000)(1.0574)4 = 1250

Example 3.7 CALCULATION OF POPULATION VARIABLES. The following readings are taken of
a certain physical length. Compute the mean reading, standard deviation, variance, and average
of the absolute value of the deviation, using the “biased” basis:

Reading x, cm

1 5.30
2 5.73
3 6.77
4 5.26
5 4.33
6 5.45
7 6.09
8 5.64
9 5.81

10 5.75

Solution

The mean value is given by

xm = 1

n

n∑
i=1

xi = 1

10
(56.13) = 5.613 cm
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The other quantities are computed with the aid of the following table:

Reading di = xi − xm (xi − xm)2 × 102

1 −0.313 9.797
2 0.117 1.369
3 1.157 133.865
4 −0.353 12.461
5 −1.283 164.609
6 −0.163 2.657
7 0.477 22.753
8 0.027 0.0729
9 0.197 3.881

10 0.137 1.877

σ =
[

1

n

n∑
i=1

(xi − xm)2

]1/2

=
[

1

10
(3.533)

]1/2

= 0.5944 cm

σ2 = 0.3533 cm2

|d̄i| = 1

n

n∑
i=1

|di| = 1

n

n∑
i=1

|xi − xm|

= 1
10 (4.224) = 0.4224 cm

Example 3.8SAMPLE STANDARD DEVIATION. Calculate the best estimate of standard deviation
for the data of Example 3.7 based on the “sample” or unbiased basis.

Solution

The calculation gives

σ =
[

1

10− 1
(3.536)

]1/2

= (0.3929)1/2 = 0.627 cm

Simple Probability Concepts

Suppose an “honest” coin is flipped a large number of times. It will be noted that after
a large number of tosses heads will be observed about the same number of times as
tails. If one were to bet consistently on either heads or tails the best one could hope
for would be a break-even proposition over a long period of time. In other words, the
frequency of occurrence is the same for both heads or tails for a very large number
of tosses. It is common knowledge that a few tosses of a coin, say, 5 or 10, may not
be a break-even proposition, as a large number of tosses would be. This observation
illustrates the fact that frequency of occurrence of an event may be dependent on the
total number of events which are observed.
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The probability that one will get a head when flipping an unweighted coin is 1
2 ,

regardless of the number of times the coin is tossed. The probability that a tail will
occur is also 1

2 . The probability that either a head or a tail will occur is 1
2 + 1

2 or
unity. (We ignore the possibility that the coin will stand on edge.) Probability is a
mathematical quantity that is linked to the frequencywithwhich a certain phenomenon
occurs after a large number of tries. In the case of the coin, it is the number of times
heads would be expected to result in a large number of tosses divided by the total
number of tosses. Similarly, the toss of an unloaded die results in the occurrence of
each side one-sixth of the time. Probabilities are expressed in values of less than one,
and a probability of unity corresponds to certainty. In other words, if the probabilities
for all possible events are added, the result must be unity. For separate events the
probability that one of the events will occur is the sum of the individual probabilities
for the events. For a die the probability that any one sidewill occur is 1

6 .The probability
for one of three given sides is 1

6 + 1
6 + 1

6 , or 1
2 , etc.

Suppose two dice are thrown and we wish to know the probability that both will
display a 6. The probability for a 6 on a single die is 1

6 . By a short listing of the possible
arrangements that the dice may have, it can be seen that there can be 36 possibilities
and that the desired result of two 6s represents only one of these possibilities. Thus,
the probability is 1

36 . For a throw of 7 or 11 there are 6 possible ways of getting a
7; thus, the probability of getting a 7 is 6

36 or 1
6 . There are only 2 ways of getting an

11; thus, the probability is 2
36 or 1

18 . The probability of getting either a 7 or an 11 is
6
36 + 2

36 .
If several independent events occur at the same time such that each event has

a probability pi, the probability that all events will occur is given as the product of
the probabilities of the individual events. Thus, p = �pi, where the � designates a
product. This rule could be applied to the problem of determining the probability of a
double 6 in the throw of two dice. The probability of getting a 6 on each die is 1

6 , and
the total probability is therefore ( 1

6 )(
1
6 ), or 1

36 . This reasoning could not be applied to
the problem of obtaining a 7 on the two dice because the number on each die is not
independent of the number on the other die, since a 7 can be obtained in more than
one way.

As a final example we ask what the chances are of getting a royal flush in the first
five cards drawn off the top of the deck. There are 20 suitable possibilities for the first
draw (4 suits, 5 possible cards per suit) out of a total of 52 cards. On the second draw
we have fixed the suit so that there are only 4 suitable cards out of the 51 remaining.
There are three suitable cards on the third draw, two on the fourth, and only one on
the fifth draw. The total probability of drawing the royal flush is thus the product of
the probabilities of each draw, or

20

52
× 4

51
× 3

50
× 2

49
× 1

48
= 1

649,740

In the above discussion we have seen that the probability is related to the number
of ways a certain event may occur. In this case we are assuming that all events are
equally likely, and hence the probability that an event will occur is the number of ways
the event may occur divided by the number of possible events. Our primary concern
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3.7 Probability Distributions 79

is the application of probability and statistics to the analysis of experimental data. For
this purpose we need to discuss next the meaning and use of probability distributions.
We shall be concerned with a few particular distributions that are directly applicable
to experimental data analysis.

3.7 Probability Distributions

Suppose we toss a horseshoe some distance x. Even though we make an effort to toss
the horseshoe the same distance each time, we would not always meet with success.
On the first toss the horseshoe might travel a distance x1, on the second toss a distance
of x2, and so forth. If one is a good player of the game, there would be more tosses
which have an x distance equal to that of the objective. Also, we would expect fewer
and fewer tosses for those x distances which are farther and farther away from the
target. For a large number of tosses the probability that it will travel a distance is
obtained by dividing the number traveling this distance by the total number of tosses.
Since each x distance will vary somewhat from other x distances, we might find it
advantageous to calculate the probability of a toss landing in a certain increment of
x between x and x + �x. When this calculation is made, we might get something
like the situation shown in Fig. 3.1. For a good player the maximum probability is
expected to surround the distance xm designating the position of the target.

x

x

xm

xm

x  x � �x

p(x)

Figure 3.1 Distribution of throws for a “good” horseshoes player.
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The curve shown in Fig. 3.1 is called a probability distribution. It shows how the
probability of success in a certain event is distributed over the distance x. Each value
of the ordinate p(x) gives the probability that the horseshoe will land between x and
x+�x, where �x is allowed to approach zero. We might consider the deviation from
xm as the error in the throw. If the horseshoe player has good aim, large errors are
less likely than small errors. The area under the curve is unity since it is certain that
the horseshoe will land somewhere.

We should note that more than one variable may be present in a probability
distribution. In the case of the horseshoes player a person might throw the object an
exact distance of xm and yet to one side of the target. The sideways distance is another
variable, and a large number of throws would have some distribution in this variable
as well.

Aparticular probability distribution is the binomial distribution. This distribution
gives the number of successesn out ofN possible independent eventswhen each event
has a probability of success p. The probability that n events will succeed is given in
Ref. [2] as

p(n) = N!

(N − n)!n!
pn(1− p)N−n [3.10]

Itwill be noted that the quantity (1−p) is the probability of failure of each independent
event. Now, suppose that the number of possible independent events N is very large
and the probability of occurrence of each p is very small. The calculation of the
probability of n successes out of the N possible events using Eq. (3.10) would be
most cumbersome because of the size of the numbers. The limit of the binomial
distribution as N →∞ and p→ 0 such that

Np = a = const

is called the Poisson distribution and is given by

pa(n) = ane−a

n!
[3.11]

ThePoissondistribution is applicable to the calculation of the decayof radioactive
nuclei, as we shall see in a subsequent chapter. It may be shown that the standard
deviation of the Poisson distribution is

σ = √a [3.12]

Example 3.9 TOSSING A COIN—BINOMIAL DISTRIBUTION. Anunweighted coin is flipped three
times. Calculate the probability of getting zero, one, two, or three heads in these tosses.

Solution

The binomial distribution applies in this case since the probability of each flip of the coin is
independent of previous or successive flips. The probability of getting a head on each throw is
p = 1

2 and N = 3, while n takes on the values 0, 1, 2, and 3. The probabilities are calculated
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as

p(0) = 3!

(3!)(0!)

(
1

2

)0(
1

2

)3

= 1

8

p(1) = 3!

(2!)(1!)

(
1

2

)1(
1

2

)2

= 3

8

p(2) = 3!

(1!)(2!)

(
1

2

)2(
1

2

)1

= 3

8

p(3) = 3!

(0!)(3!)

(
1

2

)3(
1

2

)0

= 1

8

Comment

Note that the sum of the four probabilities, that is, 1
8 + 3

8 + 3
8 + 1

8 is unity or certainty because
there are no other possibilities. Heads must come up zero, one, two, or three times in three
flips. Of course, one would obtain the same result for probabilities of obtaining zero, one, two,
or three tails in three flips.

Histograms

We have noted that a probability distribution like Fig. 3.1 is obtained when we observe
frequency of occurrence over a large number of observations. When a limited number
of observations is made and the raw data are plotted, we call the plot a histogram.
For example, the following distribution of throws might be observed for a horseshoes
player:

Distance from Number
Target, cm of Throws

0–10 5
10–20 15
20–30 13
30–40 11
40–50 9
50–60 8
60–70 10
70–80 6
80–90 7
90–100 5

100–110 5
110–120 3
Over 120 2

Total 99

These data are plotted in Fig. 3.2 using increments of 10 cm in �x. The same
data are plotted in Fig. 3.3 using a �x of 20 cm. The relative frequency, or fraction of
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Figure 3.2 Histogram with 	x = 10 cm.
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Figure 3.3 Histogram with 	x = 20 cm.

throws in each �x increment, could also be used to convey the same information. A
cumulative frequency diagram could be employed for these data, as shown in Fig. 3.4.
If this figure had been constructed on the basis of a very large number of throws, then
we could appropriately refer to the ordinate as the probability that the horseshoe will
land within a distance x of the target.
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Figure 3.4 Cumulative frequency diagram.

3.8 The Gaussian or Normal

Error Distribution

Suppose an experimental observation is made and some particular result is recorded.
We know (or would strongly suspect) that the observation has been subjected to many
random errors. These random errors may make the final reading either too large or
too small, depending on many circumstances which are unknown to us. Assuming
that there are many small errors that contribute to the final error and that each small
error is of equal magnitude and equally likely to be positive or negative, the gaussian
or normal error distribution may be derived. If the measurement is designated by x,
the gaussian distribution gives the probability that the measurement will lie between
x and x+ dx and is written

P(x) = 1

σ
√

2π
e−(x−xm)2/2σ2

[3.13]

In this expression xm is the mean reading and σ is the standard deviation. Some may
prefer to call P(x) the probability density. The units of P(x) are those of 1/x since
these are the units of 1/σ. A plot of Eq. (3.13) is given in Fig. 3.5. Note that the
most probable reading is xm. The standard deviation is a measure of the width of the
distribution curve; the larger the value of σ, the flatter the curve and hence the larger
the expected error of all the measurements. Equation (3.13) is normalized so that the
total area under the curve is unity. Thus,

∫ +∞

−∞
P(x) dx = 1.0 [3.14]
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Figure 3.5 The gaussian or normal error distribution for two values
of the standard deviation.

At this point we may note the similarity between the shape of the normal error
curve and the expected experimental distribution for tossing horseshoes, as shown in
Fig. 3.1. This is what we would expect because the good horseshoes player’s throws
will be bunched around the target. The better the player is at the game, the more
closely the throws will be grouped around the mean and the more probable will be
the mean distance xm. Thus, in the case of the horseshoes player a smaller standard
deviation would mean a larger percentage of “ringers.”

We may quickly anticipate the next step in the analysis as one of trying to deter-
mine the precision of a set of experimental measurements through an application of the
normal error distribution. One may ask: But how do you know that the assumptions
pertaining to the derivation of the normal error distribution apply to experimental
data? The answer is that for sets of data where a large number of measurements is
taken, experiments indicate that the measurements do indeed follow a distribution
like that shown in Fig. 3.5 when the experiment is under control. If an important
parameter is not controlled, one gets just scatter, that is, no sensible distribution at all.
Thus, as a matter of experimental verification, the gaussian distribution is believed
to represent the random errors in an adequate manner for a properly controlled
experiment.
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By inspection of the gaussian distribution function of Eq. (3.13) we see that the
maximum probability occurs at x = xm, and the value of this probability is

P(xm) = 1

σ
√

2π
[3.15]

It is seen from Eq. (3.15) that smaller values of the standard deviation produce larger
values of the maximum probability, as would be expected in an intuitive sense. P(xm)

is sometimes called a measure of precision of the data because it has a larger value
for smaller values of the standard deviation.

We next wish to examine the gaussian distribution to determine the likelihood
that certain data points will fall within a specified deviation from the mean of all the
data points. The probability that a measurement will fall within a certain range x1 of
the mean reading is

P =
∫ xm+x1

xm−x1

1

σ
√

2π
e−(x−xm)2/2σ2

dx [3.16]

Making the variable substitution

η = x− xm

σ

Eq. (3.16) becomes

P = 1√
2π

∫ +η1

−η1

e−η2/2 dη [3.17]

where

η1 = x1

σ
[3.18]

Values of the gaussian normal error function

1√
2π

e−η2/2

and integrals of the gaussian function corresponding to Eq. (3.17) are given in Tables
3.1 and 3.2.

If we have a sufficiently large number of data points, the error for each point
should follow the gaussian distribution and we can determine the probability that
certain data fall within a specified deviation from the mean value. Example 3.10
illustrates the method of computing the chances of finding data points within one
or two standard deviations from the mean. Table 3.3 gives the chances for certain
deviations from the mean value of the normal distribution curve.
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Table 3.1 Values of the gaussian normal error distribution

Values of the function (1/
√

2π)e−η2/2 for different values of the argument η. Each figure in the body of
the table is preceded by a decimal point.

η 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 39894 39892 39886 39876 39862 39844 39822 39797 39767 39733
0.1 39695 39654 39608 39559 39505 39448 39387 39322 39253 39181
0.2 39104 39024 38940 38853 38762 38667 38568 38466 38361 38251
0.3 38139 38023 37903 37780 37654 37524 37391 37255 37115 36973
0.4 36827 36678 36526 36371 36213 36053 35889 35723 35553 35381

0.5 35207 35029 34849 34667 34482 34294 34105 33912 33718 33521
0.6 33322 33121 32918 32713 32506 32297 32086 31875 31659 31443
0.7 31225 31006 30785 30563 30339 30114 29887 29658 29430 29200
0.8 28969 28737 28504 28269 28034 27798 27562 27324 27086 26848
0.9 26609 26369 36129 25888 25647 25406 25164 24923 24681 24439

1.0 24197 23955 23713 23471 23230 22988 22747 22506 22265 22025
1.1 21785 21546 21307 21069 20831 20594 20357 20121 19886 19652
1.2 19419 19186 18954 18724 18494 18265 18037 17810 17585 17360
1.3 17137 16915 16694 16474 16256 16038 15822 15608 15395 15183
1.4 14973 14764 14556 14350 14146 13943 13742 13542 13344 13147

1.5 12952 12758 12566 12376 12188 12001 11816 11632 11450 11270
1.6 11092 10915 10741 10567 10396 10226 10059 09893 09728 09566
1.7 09405 09246 09089 08933 08780 08628 08478 08329 08183 08038
1.8 07895 07754 07614 07477 07341 07206 07074 06943 06814 06687
1.9 06562 06438 06316 06195 06077 05959 05844 05730 05618 05508

2.0 05399 05292 05186 05082 04980 04879 04780 04682 04586 04491
2.1 04398 04307 04217 04128 04041 03955 03871 03788 03706 03626
2.2 03547 03470 03394 03319 03246 03174 03103 03034 02965 02898
2.3 02833 02768 02705 02643 02582 02522 02463 02406 02349 02294
2.4 02239 02186 02134 02083 02033 01984 01936 01888 01842 01797

2.5 01753 01709 01667 01625 01585 01545 01506 01468 01431 01394
2.6 01358 01323 01289 01256 01223 01191 01160 01130 01100 01071
2.7 01042 01014 00987 00961 00935 00909 00885 00861 00837 00814
2.8 00792 00770 00748 00727 00707 00687 00668 00649 00631 00613
2.9 00595 00578 00562 00545 00530 00514 00499 00485 00470 00457

3.0 00443
3.5 008727
4.0 0001338
4.5 0000160
5.0 000001487
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Table 3.2 Integrals of the gaussian normal error function

Values of the integral (1/
√

2π)
∫ η1

0
e−η2/2dη are given for different values of the argument η1. It may be

observed that

1√
2π

∫ +η1

−η1

e−η2/2dη = 2
1√
2π

∫ η1

0

e−η2/2dη

The values are related to the error function since

erf η1 = 1√
π

∫ +η1

−η1

e−η2
dη

so that the tabular values are equal to 1
2 erf (η1/

√
2). Each figure in the body of the table is preceded by a

decimal point.

η1 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 0000 00399 00798 01197 01595 01994 02392 02790 03188 03586
0.1 03983 04380 04776 05172 05567 05962 06356 06749 07142 07355
0.2 07926 08317 08706 09095 09483 09871 10257 10642 11026 11409
0.3 11791 12172 12552 12930 13307 13683 14058 14431 14803 15173
0.4 15554 15910 16276 16640 17003 17364 17724 18082 18439 18793

0.5 19146 19497 19847 20194 20450 20884 21226 21566 21904 22240
0.6 22575 22907 23237 23565 23891 24215 24537 24857 25175 25490
0.7 25084 26115 26424 26730 27035 27337 27637 27935 28230 28524
0.8 28814 29103 29389 29673 29955 30234 30511 30785 31057 31327
0.9 31594 31859 32121 32381 32639 32894 33147 33398 33646 33891

1.0 34134 34375 34614 34850 35083 35313 35543 35769 35993 36214
1.1 36433 36650 36864 37076 37286 37493 37698 37900 38100 38298
1.2 38493 38686 38877 39065 39251 39435 39617 39796 39973 40147
1.3 40320 40490 40658 40824 40988 41198 41308 41466 41621 41774
1.4 41924 42073 42220 42364 42507 42647 42786 42922 43056 43189

1.5 43319 43448 43574 43699 43822 43943 44062 44179 44295 44408
1.6 44520 44630 44738 44845 44950 45053 45154 45254 45352 45449
1.7 45543 45637 45728 45818 45907 45994 46080 46164 46246 46327
1.8 46407 46485 46562 46638 46712 46784 46856 46926 46995 47062
1.9 47128 47193 47257 47320 47381 47441 47500 47558 47615 47670

2.0 47725 47778 47831 47882 47932 47962 48030 48077 48124 48169
2.1 48214 48257 48300 48341 48382 48422 48461 48500 48537 48574
2.2 48610 48645 48679 48713 48745 48778 48809 48840 48870 48899
2.3 48928 48956 48983 49010 49036 49061 49086 49111 49134 49158
2.4 49180 49202 49224 49245 49266 49286 49305 49324 49343 49361

2.5 49379 49296 49413 49430 49446 49461 49477 49492 49506 49520
2.6 49534 49547 49560 49573 49585 49598 49609 49621 49632 49643
2.7 49653 49664 49674 49683 49693 49702 49711 49720 49728 49736
2.8 49744 49752 49760 49767 49774 49781 49788 49795 49801 49807
2.9 49813 49819 49825 49831 49836 49841 49846 49851 49856 49861

3.0 49865
3.5 4997674
4.0 4999683
4.5 4999966
5.0 4999997133
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Table 3.3 Chances for deviations
from mean value of normal
distribution curve

Chances of Results Falling
Deviation within Specified Deviation

±0.6745σ 1–1
σ 2.15–1
2σ 21–1
3σ 369–1

Example 3.10 PROBABILITY FOR DEVIATION FROM MEAN VALUE. Calculate the probabilities
that a measurement will fall within one, two, and three standard deviations of the mean value
and compare them with the values in Table 3.3.

Solution

We perform the calculation using Eq. (3.17) with η1 = 1, 2, and 3. The values of the integral
may be obtained from Table 3.2. We observe that∫ +η1

−η1

e−η2/2 dη = 2

∫ η1

0

e−η2/2 dη

so that

P(1) = (2)(0.34134) = 0.6827

P(2) = (2)(0.47725) = 0.9545

P(3) = (2)(0.49865) = 0.9973

Using the odds given in Table 3.3, we would calculate the probabilities as

P(1) = 2.15

2.15+ 1
= 0.6827

P(2) = 21

21+ 1
= 0.9545

P(3) = 369

369+ 1
= 0.9973

Comment

This example shows how the concept of probability in the gaussian distribution is related to
the “odds” concept mentioned in the previous discussion of uncertainty specifications.

Confidence Interval and Level of Significance

The confidence interval expresses the probability that the mean value will lie within
a certain number of σ values and is given by the symbol z. Thus,

x̄ = x̄± zσ (% confidence level)
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Table 3.4

Confidence Level, Level of Significance,
Confidence Interval % %

3.30 99.9 0.1
3.0 99.7 0.3
2.57 99.0 1.0
2.0 95.4 4.6
1.96 95.0 5.0
1.65 90.0 10.0
1.0 68.3 31.7

and using the procedure of Example 3.10, the confidence level in percent could be
expressed as in Table 3.4. For small data samples z should be replaced by

� = zσ√
n

[3.19]

We thus expect that the mean value will lie within±2.57σ with less than 1 percent error
(confidence level of 99 percent). The level of significance is 1 minus the confidence
level. Thus, for z = 2.57 the level of significance is 1 percent.

Example 3.11DETERMINATION OF NUMBER OF MEASUREMENTS TO ASSURE A SIGNIFI-
CANCE LEVEL. A certain steel bar is measured with a device which has a known precision
of ±0.5 mm when a large number of measurements is taken. How many measurements are
necessary to establish the mean length x̄ with a 5 percent level of significance such that

x̄ = x̄± 0.2 mm

Solution

For a large number of measurements the 5 percent level of significance is obtained at z = 1.96
and for the population here

� = zσ√
n
= 0.2 mm = (1.96)(0.5 mm)√

n

which yields

n = 24.01

So, for 25 measurements or more we could state with a confidence level of 95 percent that the
population mean value will be within ±0.2 mm of the sample mean value.

Example 3.12POWER SUPPLY. A certain power supply is stated to provide a constant voltage output
of 10.0 V within ±0.1 V. The output is assumed to have a normal distribution. Calculate the
probability that a single measurement of voltage will lie between 10.1 and 10.2 V.
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Solution

For this problem σ = ±0.1 V. The probability that the voltage will lie between 10.0 and
10.1 V (+1σ) is, from Table 3.2,

P(+0.1) = 0.34134

while the probability it will lie between 10.0 and 10.2 V (+2σ) is

P(+0.2) = 0.47725

The probability that it will lie between 10.l and 10.2 V is therefore

P(10.1 to 10.2) = 0.47725− 0.34134 = 0.13591

Chauvenet’s Criterion

It is a rare circumstance indeed when an experimenter does not find that some of
the data points look bad and out of place in comparison with the bulk of the data.
The experimenter is therefore faced with the task of deciding if these points are
the result of some gross experimental blunder and hence may be neglected or if
they represent some new type of physical phenomenon that is peculiar to a certain
operating condition. The engineer cannot just throw out those points that do not fit
with expectations—there must be some consistent basis for elimination.

Suppose n measurements of a quantity are taken and n is large enough that we
may expect the results to follow the gaussian error distribution. This distribution may
be used to compute the probability that a given reading will deviate a certain amount
from the mean. We would not expect a probability much smaller than 1/n because
this would be unlikely to occur in the set of n measurements. Thus, if the probability
for the observed deviation of a certain point is less than 1/n, a suspicious eye would
be cast at that point with an idea toward eliminating it from the data. Actually, a more
restrictive test is usually applied to eliminate data points. It is known as Chauvenet’s
criterion1 and specifies that a reading may be rejected if the probability of obtaining
the particular deviation from the mean is less than 1/2n. Table 3.5 lists values of
the ratio of deviation to standard deviation for various values of n according to this
criterion with Fig. 3.6 furnishing a graphical representation.

In applying Chauvenet’s criterion to eliminate dubious data points, one first cal-
culates the mean value and standard deviation using all data points. The deviations
of the individual points are then compared with the standard deviation in accordance
with the information in Table 3.5 (or by a direct application of the criterion), and
the dubious points are eliminated. For the final data presentation a new mean value
and standard deviation are computed with the dubious points eliminated from the

1History is not clear on the matter, but it appears [29] that the criterion stated in the foregoing paragraph
and Table 3.5 is really due to Pierce [30], as confirmed by Chauvenet [32] and early tables were presented
by Gould [31] that are not exactly in agreement with Table 3.5. However, the term Chauvenet’s criterion
as described herein has become so ubiquitous in various applications that it would not seem appropriate to
change the name at this time.

hol29303_ch03_060-165.pdf   31hol29303_ch03_060-165.pdf   31 8/12/2011   3:22:52 PM8/12/2011   3:22:52 PM



3.8 The Gaussian or Normal Error Distribution 91

Table 3.5 Chauvenet’s criterion for rejecting a reading

Number of Readings, Ratio of MaximumAcceptable Deviation
n to Standard Deviation, dmax/σ

3 1.38
4 1.54
5 1.65
6 1.73
7 1.80

10 1.96
15 2.13
25 2.33
50 2.57

100 2.81
300 3.14
500 3.29

1000 3.48

0
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1.5

2

2.5

3

3.5

4

1 10 100 1000

d m
ax

/σ

n = number of readings

Figure 3.6 Chauvenet’s criterion.
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92 C H A P T E R 3 • Analysis of Experimental Data

calculation. Note that Chauvenet’s criterion might be applied a second or third time
to eliminate additional points; but this practice is unacceptable, and only the first
application may be used.

Example 3.13 APPLICATION OF CHAUVENET’S CRITERION. Using Chauvenet’s criterion, test the
data points of Example 3.7 for possible inconsistency. Eliminate the questionable points and
calculate a new standard deviation for the adjusted data.

Solution

The best estimate of the standard deviation is given in Example 3.8 as 0.627 cm. We first
calculate the ratio di/σ and eliminate data points in accordance with Table 3.5.

Reading di /σ

1 0.499
2 0.187
3 1.845
4 0.563
5 2.046
6 0.260
7 0.761
8 0.043
9 0.314

10 0.219

In accordance with Table 3.5, we may eliminate only point number 5. When this point is
eliminated, the new mean value is

xm = 1
9 (51.80) = 5.756 cm

The new value of the standard deviation is now calculated with the following table:

Reading di = xi − xm (xi − xm)2× 102

1 −0.456 20.7936
2 −0.026 0.0676
3 1.014 102.8196
4 −0.496 24.602
6 −0.306 9.364
7 0.334 11.156
8 −0.116 1.346
9 0.054 0.292

10 −0.006 0.0036

σ =
[

1

n− 1

n∑
i=1

(xi − xm)2

]1/2

= [
1
8 (1.7044)

]1/2 = (0.213)1/2 = 0.4615 cm

Thus, by the elimination of the one point the standard deviation has been reduced from 0.627
to 0.462 cm. This is a 26.5 percent reduction.
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3.9 Comparison of Data with Normal Distribution 93

Comment

Please note that for the revised calculation of standard deviation a new mean value must be
computed leaving out the excluded data point.

The Chauvenet’s criterion we have applied in this example is

dmax/σ = 1.96 for n = 10

This value may be calculated directly from the gaussian distribution shown in Table 3.2 in
the following way. The criterion is that the probability of a point lying outside the normal
distribution should not exceed 1/2n or 1/20. The probability of the point lying inside the
normal distribution would then be

P(n) = 1− 1/20 = 0.95

The entry point for Table 3.2 is half this value or 0.475. We obtain

η = 1.96

which agrees, of course, with Table 3.5 and Fig. 3.6.

3.9 Comparison of Data with

Normal Distribution

We have seen that the normal error distribution offers a means for examining ex-
perimental data for statistical consistency. In particular, it enables us to eliminate
questionable readings with the Chauvenet criterion and thus obtain a better estimate
of the standard deviation and mean reading. If the distribution of random errors is not
normal, then this elimination technique will not apply. It is to our advantage, there-
fore, to determine if the data are following a normal distribution before making too
many conclusions about the mean value, variances, and so forth. Specially constructed
probability graph paper is available for this purpose and may be purchased from a
technical drawing shop. The paper uses the coordinate system shown in Fig. 3.7. The
ordinate has the percent of readings at or below the value of the abscissa, and the
abscissa is the value of a particular reading. The ordinate spacings are arranged so
that the gaussian-distribution curve will plot as a straight line on the graph. In addi-
tion, this straight line will intersect the 50 percent ordinate at an abscissa equal to the
arithmetic mean of the data.

Thus, to determine if a set of data points is distributed normally, we plot the data
on probability paper and see how well they match with the theoretical straight line. It is
to be noted that the largest reading cannot be plotted on the graph because the ordinate
does not extend to 100 percent. In assessing the validity of the data, we should not place
as much reliance on the points near the upper and lower ends of the curve since they are
closer to the “tails” of the probability distribution and are thus less likely to be valid.

An alternative approach is to plot the cumulative frequencies for the normal
distribution using the tabular values from Table 3.2 or computer software. This plot
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Figure 3.7 Probability graph paper.

is then displayed and compared with the actual frequency distribution to make an
evaluation of the “normality” of the data.

Example 3.14 USE OF PROBABILITY GRAPH PAPER AND COMPUTER COMPARISON. The
following data are collected for a certain measurement. Plot the data on probability paper and
comment on the normality of the distribution: Make the same comparison with a computer-
generated display.

Reading xi , cm

1 4.62
2 4.69
3 4.86
4 4.53
5 4.60
6 4.65
7 4.59
8 4.70
9 4.58

10 4.63∑
xi = 46.45

From these data the mean value is calculated as

xm = 1
10

∑
xi = 1

10 (46.45) = 4.645 cm

The population standard deviation is

σ =
[

1

n

∑
(xi − xm)2

]1/2

= 0.0864

The data are plotted in the example figure (a) indicating a reasonably normal distribution. It
should be noted that the straight line crosses the 50 percent ordinate at a value of approximately
x = 4.62, which is not in agreement with the calculated value of xm. Note that point 3, x = 4.86,
does not appear on the plot since it would represent the 100 percent ordinate.
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Figure Example 3.14(a)

A computer-generated comparison may be made by listing the values of x in ascending order
as shown in the table below.

x Actual Frequency Normal Distribution Frequency

4.3 0.00 0.00003
4.35 0.00 0.00032
4.4 0.00 0.00229
4.45 0.00 0.01201
4.5 0.00 0.04665
4.53 0.10 0.09159
4.58 0.20 0.22593
4.59 0.30 0.26220
4.6 0.40 0.30124
4.62 0.50 0.38616
4.63 0.60 0.43109
4.65 0.70 0.52307
4.69 0.80 0.69876
4.7 0.90 0.73780
4.75 0.90 0.88787
4.8 0.90 0.96359
4.85 0.90 0.99117
4.86 1.00 0.99358
4.9 1.00 0.99842
4.95 1.00 0.99979
5 1.00 0.99998
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96 C H A P T E R 3 • Analysis of Experimental Data

The values of x are extended below and above the minimum and maximum value of 4.53
and 4.86 in order to pick up the tails of the normal distribution. Next, the actual cumulative
frequencies are listed in the second column of the table. Note that there are no data points
below x = 4.53 so these entries for the actual frequencies are zero. Likewise, all points have
been observed at x = 4.86 or greater, so the actual frequencies are 1.0 at this point and above.
The values for the normal distribution frequencies are computed with

η = x− xm

σ

and Table 3.2, or a computer function. In this case the values were obtained with the probability
functions in Microsoft Excel. Note the behavior of the normal distribution at large deviations
from the mean value of xm.

A graphical display of the actual and normal distribution frequencies is shown in example
figure (b). The 50 percent value for the normal distribution occurs at x = xm = 4.645. The
actual frequency curve deviates substantially from the normal distribution in some regions of
the chart.
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3.10 The Chi-Square Test of Goodness of Fit 97

3.10 The Chi-Square Test of Goodness of Fit

In the previous discussion we have noted that random experimental errors would be
expected to follow the gaussian distribution, and the examples illustrated the method
of calculating the probability of occurrence of a particular experimental determination.
We might ask how it is known that the random errors or deviations do approximate a
gaussian distribution. In general, we may ask how we can determine if experimental
observations match some particular expected distribution for the data. As a simple
example, consider the tossing of a coin. We would like to know if a certain coin is
“honest,” that is, unweighted toward either heads or tails. If the coin is unweighted,
then heads should occur half the time and tails should occur half the time. But suppose
we do not want to take the time to make thousands of tosses to get a frequency
distribution of heads and tails for a large number of tosses. Instead, we toss the coin
a few times and wish to infer from these few tosses whether the coin is unweighted
or weighted. Common sense tells us not to expect exactly six heads and six tails out
of, say, 12 tosses. But how much deviation from this arrangement could we tolerate
and still expect the coin to be unweighted? The chi-square test of goodness of fit is
a suitable way of answering this question. It is based on a calculation of the quantity
chi squared, defined by

χ2 =
n∑

i=1

[(observed value)i − (expected value)i]
2

(expected value)i
[3.20]

where n is the number of cells or groups of observations. The expected value is the
value which would be obtained if the measurements matched the expected distribution
perfectly.

The chi-square test may be applied to check the validity of various distributions.
Calculations have been made [2] of the probability that the actual measurements
match the expected distribution, and these probabilities are given in Table 3.6. In
this table F represents the number of degrees of freedom in the measurements and is
given by

F = n− k [3.21]

where n is the number of cells and k is the number of imposed conditions on the
expected distribution. A plot of the chi-square function is given in Fig. 3.8.

While we initiated the discussion on the chi-square test in terms of random er-
rors following the gaussian distribution, the test is an important tool for testing any
expected experimental distribution. In other words, we might use the test to analyze
random errors or to check the adherence of certain data to an expected distribution.
We interpret the test by calculating the number of degrees of freedom and χ2 from the
experimental data. Then, consulting Table 3.6, we obtain the probability P that this
value of χ2 or higher value could occur by chance. If χ2 = 0, then the assumed or
expected distribution and measured distribution match exactly. The larger the value
of χ2, the larger is the disagreement between the assumed distribution and the ob-
served values, or the smaller the probability that the observed distribution matches the
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Figure 3.8 The chi-square function.

expected distribution. The reader should consult Refs. [2] and [4] for more specific
information on the chi-square test and the derivation of the probabilities associated
with it.

One may note that the heading of this section includes the term “goodness of
fit.” We see that the chi-square test may be used to determine how well a set of ex-
perimental observations fits an assumed distribution. In connection with this test we
may remark that data may sometimes be “too good” or “too consistent.” For exam-
ple, we would be quite surprised if in the conduct of an experimental test, the results
were found to check with theory exactly or to follow some well-defined relationship
exactly. We might find, for instance, that a temperature controller maintained a set
point temperature exactly, with no measurable deviation whatsoever. Experienced
laboratory people know that controllers usually do not operate this way and would
immediately suspect that the temperature recorder might be stuck or otherwise defec-
tive. The point of this brief remark is that one must be suspicious of high values of P

as well as of low values. A good rule of thumb is that if P lies between 0.1 and 0.9, the
observed distribution may be considered to follow the assumed distribution. If P is
either less than 0.02 or greater than 0.98, the assumed distribution may be considered
unlikely.

Let us return for a moment to the tossing of a coin. Suppose a coin is tossed
twice, resulting in one head and one tail. This observation certainly matches exactly
with what would be expected for an unweighted coin; however, our common sense
tells us not to believe the coin is unweighted on the basis of only two tosses. In other
words, we must have a certain minimum number of samples for statistics to apply.
For the chi-square test the generally accepted minimum number of expected values
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100 C H A P T E R 3 • Analysis of Experimental Data

for each ith cell is 5. If some frequencies fall below 5, it is recommended that the
cells or groups be redefined to alleviate the problem.

Example 3.15 DEFECTS IN PLASTIC CUPS. Aplastics company produces two types of styrofoam cups
(call themAand B) which can experience eight kinds of defects. One hundred defective samples
of each cup are collected and the number of each type of defect is determined. The following
table results:

Type Defect Cup A Cup B

1 1 5
2 2 3
3 3 3
4 25 23
5 10 12
6 15 16
7 38 30
8 6 8

Total 100 100

We would like to know if the two cups have the same pattern of defects. To do this, we could
compute chi-squared for cup B assuming cup A has the expected distribution. But we encounter
a problem. Defects 1, 2, and 3 do not meet our criterion of a minimum of five expected values
in each cell. So, we must reconstruct the cells by combining 1, 2, and 3 to obtain:

Type Defect Cup A Cup B

1, 2, 3 6 11
4 25 23
5 10 12
6 15 16
7 38 30
8 6 8

Total 100 100

For the former case we had eight cells or groups and one imposed condition (total observations
= 100), so F = 8− 1= 7. After grouping defects 1, 2, and 3, we have F = 6− 1= 5. Using
this new tabulation the value of chi-squared is calculated as 7.145. Consulting Table 3.6, we
obtain the value of P as 0.43. Thus, we might expect that the two cups have approximately the
same pattern of defects.
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3.10 The Chi-Square Test of Goodness of Fit 101

Example 3.16ROLLING THE DICE. Two dice are rolled 300 times and the following results are
noted:

Number Number of Occurrences

2 6
3 9
4 27
5 36
6 39
7 57
8 45
9 39

10 24
11 12
12 6

Calculate the probability that the dice are unloaded.

Solution

Eleven cells have been observed with only one restriction: the number of rolls of the dice is
fixed. Thus, F = 11− 1 = 10. If the dice are unloaded, a short listing of the combinations of
the dice will give the probability of occurrence for each number. The expected value of each
number is then the probability multiplied by 300, the total number of throws. The values of
interest are tabulated as follows:

Number Observed Probability Expected

2 6 1/36 8.333
3 9 1/18 16.667
4 27 1/12 25.0
5 36 1/9 33.333
6 39 5/36 41.667
7 57 1/6 50.0
8 45 5/36 41.667
9 39 1/9 33.333

10 24 1/12 25.0
11 12 1/18 16.667
12 6 1/36 8.333

From these data the value of chi-squared is calculated as 8.034. If Table 3.6 is consulted, the
probability is given as P = 0.626.

Comment

The value of P = 0.626 lies between our acceptable limits of 0.1 and 0.9, so we might conclude,
based on these observations, that the dice are honest or unweighted.
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102 C H A P T E R 3 • Analysis of Experimental Data

Example 3.17 TOSS OF COIN: INFLUENCE OF ADDITIONAL DATA POINTS. A coin is tossed
20 times, resulting in 6 heads and 14 tails. Using the chi-square test, estimate the probability
that the coin is unweighted. Suppose another set of tosses of the same coin is made and 8 heads
and 12 tails are obtained. What is the probability of having an unweighted coin based on the
information from both sets of data?

Solution

For each set of data we may make only two observations: the number of heads and the number
of tails. Thus, n = 2. Furthermore, we impose one restriction on the data: the number of tosses
is fixed. Thus, k = 1 and the number of degrees of freedom is

F = n− k = 2− 1 = 1

The values of interest are:

Observed Expected

Heads 6 10
Tails 14 10

For these values χ2 is calculated as

χ2 = (6− 10)2

10
+ (14− 10)2

10
= 3.20

Consulting Table 3.6, we find P = 0.078; that is, there is an 8 percent chance that this distri-
bution is just the result of random fluctuations and that the coin may be unweighted.

Now, consider the additional information we gain about the coin from the second set of
observations. We then have four observations: the number of heads and tails in each set. There
are only two restrictions on the data: the total number of tosses is fixed in each set. Thus, the
number of degrees of freedom is

F = n− k = 4− 2 = 2

For the second set of data the values of interest are:

Observed Expected

Heads 8 10
Tails 12 10

Chi-squared is now calculated on the basis of all four observations:

χ2 = (6− 10)2

10
+ (14− 10)2

10
+ (8− 10)2

10
+ (12− 10)2

10
= 4.0

Consulting Table 3.6 again, we find P = 0.15. So, with the additional information we find
a stronger likelihood that the tosses are following a random variation and that the coin is
unweighted.
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3.10 The Chi-Square Test of Goodness of Fit 103

Comment

This example illustrates how the collection of additional data may strengthen a conclusion
which may have been previously viewed as marginal.

Example 3.18EFFECT OF CIGARETTE SMOKE ON MICE. Atest is conducted to determine the effect
of cigarette smoke on the eating habits and weight of mice. One group is fed a certain diet
while being exposed to a controlled atmosphere containing cigarette smoke. A control group
is fed the same diet but in the presence of clean air. The observations are given below. Does
the presence of smoke cause a loss in weight?

Gained Lost
Weight Weight Total

Exposed to smoke 61 89 150
Exposed to clean air 65 77 142

Total 126 166 292

Solution

Clearly, there are four observations in this experiment, but we are faced with the problem of
deciding on the expected values. We cannot just take the “clean-air” data as the expected values
because some of the behavior might be a result of the special diet that is fed to both groups of
mice. Consequently, about the best estimate we can make is one based on the total sample of
mice. Thus, the expected frequencies would be

Expected fraction to gain weight = 126
292

Expected fraction to lose weight = 166
292

The expected values for the groups would thus be:

Gained Weight Lost Weight

Exposed to smoke 126
292 150 = 64.7 166

292 150 = 85.3

Exposed to clean air 126
292 142 = 61.3 166

292 142 = 80.7

We observe that there are three restrictions on the data: (1) the number exposed to smoke,
(2) the number exposed to clean air, and (3) the additional restriction involved in the calculation
of the expected fractions which gain and lose weight. The number of degrees of freedom is thus

F = 4− 3 = 1

The value of chi-squared is calculated from

χ2 = (61− 64.7)2

64.7
+ (89− 85.3)2

85.3
+ (65− 61.3)2

61.3
+ (77− 80.7)2

80.7
= 0.767
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104 C H A P T E R 3 • Analysis of Experimental Data

From Table 3.6 we find P = 0.41, or there is a 41 percent chance that the difference in the
observations for the two groups is just the result of random fluctuations. One may not conclude
from this information that the presence of cigarette smoke causes a loss in weight for the mice.

3.11 Method of Least Squares

Suppose we have a set of observations x1, x2, . . . , xn. The sum of the squares of their
deviations from some mean value is

S =
n∑

i=1

(xi − xm)2 [3.22]

Now, suppose we wish to minimize S with respect to the mean value xm. We set

∂S

∂xm

= 0 =
n∑

i=1

− 2(xi − xm) = −2

(
n∑

i=1

xi − nxm

)
[3.23]

where n is the number of observations. We find that

xm = 1

n

n∑
i=1

xi [3.24]

or the mean value which minimizes the sum of the squares of the deviations is the
arithmetic mean. This example might be called the simplest application of the method
of least squares.

Suppose that the two variables x and y are measured over a range of values.
Suppose further that we wish to obtain a simple analytical expression for y as a
function of x. The simplest type of function is a linear one; hence, we might try to
establish y as a linear function of x. (Both x and y may be complicated functions of
other parameters so arranged that x and y vary approximately in a linear manner. This
matter will be discussed later.) The problem is one of finding the best linear function,
for the data may scatter a considerable amount. We could solve the problem rather
quickly by plotting the data points on graph paper and drawing a straight line through
them by eye. Indeed this is common practice, but the method of least squares gives
a more reliable way to obtain a better functional relationship than the guesswork of
plotting. We seek an equation of the form

y = ax+ b [3.25]

We therefore wish to minimize the quantity

S =
n∑

i=1

[yi − (axi + b)]2 [3.26]

This is accomplished by setting the derivatives with respect to a and b equal to zero.
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3.11 Method of Least Squares 105

Performing these operations, there results

nb+ a
∑

xi =
∑

yi [3.27]

b
∑

xi + a
∑

x2
i =

∑
xiyi [3.28]

Solving Eqs. (3.27) and (3.28) simultaneously gives

a = n
∑

xiyi −
(∑

xi

)(∑
yi

)
n
∑

x2
i −

(∑
xi

)2 [3.29]

b =
(∑

yi

) (∑
x2
i

)− (∑
xiyi

) (∑
xi

)
n
∑

x2
i −

(∑
xi

)2 [3.30]

Designating the computed value of y as ŷ, we have

ŷ = ax+ b

and the standard error of estimate of y for the data is

Standard error =
[∑

(yi − ŷi)
2

n− 2

]1/2

[3.31]

=
[∑

(yi − axi − b)2

n− 2

]1/2

[3.32]

The method of least squares may also be used for determining higher-order polynomi-
als for fitting data. One only needs to perform additional differentiations to determine
additional constants. For example, if it were desired to obtain a least-squares fit ac-
cording to the quadratic function

y = ax2 + bx+ c

the quantity

S =
n∑

i=1

[
yi −

(
ax2

i + bxi + c
)]2

would be minimized by setting the following derivatives equal to zero:

∂S

∂a
= 0 =

∑
2
[
yi −

(
ax2

i + bxi + c
)](− x2

i

)
∂S

∂b
= 0 =

∑
2
[
yi −

(
ax2

i + bxi + c
)]

(−xi)

∂S

∂c
= 0 =

∑
2
[
yi −

(
ax2

i + bxi + c
)]

(−1)

Expanding and collecting terms, we have

a
∑

x4
i + b

∑
x3
i + c

∑
x2
i =

∑
x2
i yi [3.33]

a
∑

x3
i + b

∑
x2
i + c

∑
xi =

∑
xiyi [3.34]
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106 C H A P T E R 3 • Analysis of Experimental Data

a
∑

x2
i + b

∑
xi + cn =

∑
yi [3.35]

These equations may then be solved for the constants a, b, and c.

Regression Analysis

In the above discussion of the method of least squares no mention has been made
of the influence of experimental uncertainty on the calculation. We are considering
the method primarily for its utility in fitting an algebraic relationship to a set of data
points. Clearly, the various xi and yi could have different experimental uncertainties.
To take all these into account requires a rather tedious calculation procedure, which
we shall not present here; however, we may state the following rules:

1. If the values of xi and yi are taken as the data value in y and the value of x
on the fitted curve for the same value of y, then there is a presumption that the
uncertainty in x is large compared with that in y.

2. If the values of xi and yi are taken as the data value in y and the value on the
fitted curve for the same value of x, the presumption is that the uncertainty in y

dominates.

3. If the uncertainties in xi and yi are believed to be of approximately equal magni-
tude, a special averaging technique must be used.

In rule 1 we say we are taking a regression of x on y, and in rule 2 there is a
regression of y on x. In the second case we are minimizing the sum of the squares of
the deviations of the actual points from the assumed curve and also assuming that x
does not vary appreciably at each point. If we obtained

y = a+ bx

and then solved to get

x = 1

b
y − a

b
this second relation would not necessarily give a good calculation for x since the
minimization was carried out in the y direction and not in the x direction. In Example
3.19 rule 2 is assumed to apply.

Example 3.19 LEAST-SQUARES REGRESSION. From the following data obtain y as a linear function
of x using the method of least squares:

yi xi
1.2 1.0
2.0 1.6
2.4 3.4
3.5 4.0
3.5 5.2∑

yi = 12.6
∑

xi = 15.2
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3.11 Method of Least Squares 107

Solution

We seek an equation of the form

y = ax+ b

We first calculate the quantities indicated in the following table:

xi yi x2i
1.2 1.0
3.2 2.56
8.16 11.56

14.0 16.0
18.2 27.04∑

xiyi= 44.76
∑

x2
i = 58.16

We calculate the value of a and b using Eqs. (3.29) and (3.30) with n = 5:

a = (5)(44.76)− (15.2)(12.6)

(5)(58.16)− (15.2)2
= 0.540

b = (12.6)(58.16)− (44.76)(15.2)

(5)(58.16)− (15.2)2
= 0.879

Thus, the desired relation is

y = 0.540x+ 0.879

A plot of this relation and the data points from which it was derived is shown in the accom-
panying figure.

0 1 2 3 4 5 6
0

1

2

3

4

x

y
y � 0.54x � 0.879

Figure Example 3.19

Comment

The least-squares minimization process has been carried out assuming that the uncertainty in
y predominates, that is, x is known more exactly than y. If we write the correlating equation
in the form

x = (1/b)y − (a/b)
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108 C H A P T E R 3 • Analysis of Experimental Data

and then performed a least-squares process we would obtain

x = 1.6353y − 1.0809

or

y = 0.6115x+ 0.66098

In this case it is presumed that the uncertainty in x predominates or y is known more accurately
than x. The difference in the two relations can be significant at the limits of the variables. When
the analysis is applied to actual experimental data, the experimentalist should select the most
appropriate one based on the total information available concerning the experiment.

3.12 The Correlation Coefficient

Let us assume that a suitable correlation between y and x has been obtained, by either
least-squares analysis or graphical curve fitting. We want to know how good this fit
is and the parameter which conveys this information is the correlation coefficient r
defined by

r =
[

1− σ2
y,x

σ2
y

]1/2

[3.36]

where σy is the standard deviation of y given as

σy =
[∑n

i=1(yi − ym)2

n− 1

]1/2

[3.37]

and σy,x =
[∑n

i=1(yi − yic)
2

n− 2

]1/2

[3.38]

The yi are the actual values of y, and the yic are the values computed from the
correlation equation for the same value of x.

The division by n − 2 results from the fact that we have used the two derived
variables a and b in determining the value of yic. We might say that this removes 2
degrees of freedom from the system of data. The correlation coefficient r may also
be written as

r2 = σ2
y − σ2

y,x

σ2
y

[3.39]

where, now, r2 is called the coefficient of determination. We note that for a perfect fit
σy,x = 0 because there are no deviations between the data and the correlation. In this
case r = 1.0. If σy = σy,x, we obtain r = 0, indicating a poor fit or substantial scatter
around the fitted line. The reader must be cautioned about ascribing too much virtue
to values of r close to 1.0. These values may occur when the data do not fit the line.
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3.12 The Correlation Coefficient 109

To be on the safe side, one should never accept a least-squares analysis based only
on calculations. One should always plot the data to obtain a visual observation of the
behavior. If the data points do indeed hug the least-squares line, then a high value
of r will be indicative of a very good correlation. If the data scatter but still appear
to follow the fitted relationship, then a small value of r will also be meaningful as a
measure of poorer correlation.

At this point we must stress the need for graphical displays of data for other
purposes. In our discussions of uncertainties and errors we noted that the experimen-
talist may be the best person to assess the uncertainties in the primary measurements.
Sometimes during the course of the experiment the experimenter may note that a
particular data point has an erratic behavior and so record the observation in the lab
notebook. When the data are plotted, such a point may be excluded if it appears
out of line with other data or retained if it appears satisfactory. If a least-squares
analysis was performed which included all the data, the correlation might not be
so good as could be obtained with exclusion of the questionable data point(s). For
these reasons seasoned experimentalists like to get an “eyeball” plot of the correlat-
ing straight line before actually performing a least-squares analysis. In Sec. 3.15 we
shall see how one may go about obtaining straight-line plots for different functional
relationships.

It may be noted that most scientific calculators have built-in routines which
calculate the correlation coefficient as well as other statistical functions. In addition,
there are many computer software packages which accomplish these calculations, for
example, those of Refs. [15], [16], and [28].

A relationship for the correlation coefficient which may be preferable to Eq.
(3.36) for computer calculations is

r = n
∑

xiyi −
(∑

xi

)(∑
yi

)
[
n
∑

x2
i −

(∑
xi

)2]1/2[
n
∑

y2
i −

(∑
yi

)2]1/2 [3.40]

In Eqs. (3.33) through (3.35) we noted the technique that one might apply for a
least-squares fit to a quadratic function. In this case the correlation coefficient is still
given by Eq. (3.36), but now

σy,x =
[
(yi − yic)

2

n− 3

]1/2

[3.41]

In general, for fit with a polynomial of order m one would obtain

σy,x =
[

(yi − yic)
2

n− (m+ 1)

]1/2

[3.42]

Aside from the fact that one may anticipate the form of the functional data
relationship from theory, we may sometimes try to fit the data with a polynomial
through a least-squares analysis. For those who are computer inclined the tendency
is to assume that the higher the order of the polynomial, the better the correlation
will be. As a result, a certain overkill may be experienced. In some cases a higher-
order polynomial may actually provide a poorer correlation than the simple quadratic.
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110 C H A P T E R 3 • Analysis of Experimental Data

Again, it is a good idea to plot the data first to get a visual idea of the behavior before
performing analyses.

3.13 Multivariable Regression

The least-squares method may be extended to perform a regression analysis for more
than one variable. In the linear case we would have the form

y = b+m1x1 +m2x2 + · · · +mnxn [3.43]

where the xn are the independent variables. For only two variables we form the sum
of the squares

S =
∑

(yi − b−m1x1,i −m2x2,i)
2 [3.44]

and minimize this sum with the differentiations:

∂S

∂b
= −2

∑
(yi − b−m1x1,i −m2x2,i) = 0

∂S

∂m1
= −2

∑
x1,i(yi − b−m1x1,i −m2x2,i) = 0

∂S

∂m2
= −2

∑
x2,i(yi − b−m1x1,i −m2x2,i) = 0

This set of linear equations may then be solved for the coefficients m1,m2, and b.
A further extension of the multivariable regression method may be made to an

exponential form where

y = bmx1
1 mx2

2 · · ·mxn
n [3.45]

The equation may be modified by taking the logarithm of each side to give

log y = log b+ x1 log m1 + x2 log m2 + · · · [3.46]

A least-squares analysis is then performed to determine values of the constants
b,m1,m2, etc. The calculation of correlation coefficients for multivariable regres-
sions is described in Ref. [12].

Computer software packages are available to perform the multivariable calcu-
lations indicated above. Microsoft Excel is one such package, and examples of its
use in multivariable linear and exponential regression analysis, including computa-
tion of correlation coefficients, are given in Ref. [28]. The standard deviation for
multivariable regression is computed with Eq. (3.42) with the term (m+ 1) replaced
by the number of constants to be determined. For the two-variable linear relation in
Eq. (3.44) there are three constants to be determined so the denominator of Eq. (3.42)
would be n− 3.

Multivariable regression calculations can become rather involved and are best
performed with a computer. Some words of caution are in order though. It is very easy
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3.13 Multivariable Regression 111

to accept the computer results as gospel truth without checking against the original
data points. As we have noted before, no correlation or regression analysis should be
accepted without a direct comparison with the original data, preferably a graphical
comparison which gives a visual feel for the data correlation independent of cal-
culated values of correlation coefficients. Constructing such plots may be difficult
for multivariable problems but is well worth the effort. The present writer has seen
computer-generated multivariable regression results presented with favorable corre-
lation coefficients. In some cases, these results, when graphed with the original data,
passed distinctly outside the range of the data. Obviously, when such disagreement
occurs, the results of the regression analysis must be discarded.

Example 3.20CORRELATION COEFFICIENT. Calculate the correlation coefficient for the least-square
correlation of Example 3.19.

Solution

From Example 3.19

ym =
∑

yi

n
= 12.6

5
= 2.52

and from the correlating equation yic = 0.5490x+ 0.879:

i yi yic (yi − yic)2

1 1.2 1.419 0.048
2 2.0 1.743 0.066
3 2.4 2.715 0.0992
4 3.5 3.039 0.212
5 3.5 3.687 0.035∑

= 0.4607

so that σy,x =
(

0.4607

3

)1/2

= 0.3919

In addition, we have

ym = (�yi)/5 = 2.52

σy = [�(yi − ym)2/(5− 1)]1/2 = 0.987

so that the correlation coefficient is

r =
[

1−
(

0.3919

0.987

)2]1/2

= 0.9178
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112 C H A P T E R 3 • Analysis of Experimental Data

Regression, Residual, and Total Sum of Squares

Let us define the following terms:

Stotal = �(yi − ym)2

Sregression = �(yic − ym)2

Sresidual = �(yi − yic)
2

Because

(yi − ym) = (yi − yic)+ (yic − ym)

it follows that

Stotal = Sresidual + Sregression

A perfect “goodness of fit” will be obtained when Sresidual = 0, that is, the regression
curve passes through the data points. The measure of goodness of fit may then be
taken as

r2 = Sregression/Stotal = (Stotal − Sresidual)/Stotal

3.14 Standard Deviation of the Mean

We have taken the arithmetic mean value as the best estimate of the true value of
a set of experimental measurements. Considerable discussion has been devoted to
data subjected to random uncertainties and to an examination of the various types
of errors and deviations that may occur in an experimental measurement. But one
very important question has not yet been answered: How good (or precise) is this
arithmetic mean value which is taken as the best estimate of the true value of a set
of readings? To obtain an experimental answer to this question it would be necessary
to repeat the set of measurements and to find a new arithmetic mean. In general, we
would find that this new arithmetic mean would differ from the previous value, and
thus we would not be able to resolve the problem until a large number of sets of
data was collected. We would then know how well the mean of a single set approx-
imated the mean which would be obtained with a large number of sets. The mean
value of a large number of sets is presumably the true value. Consequently, we wish
to know the standard deviation of the mean of a single set of data from this true
value.

It turns out that the problem may be resolved with a statistical analysis which we
shall not present here. The result is

σm = σ√
n

[3.47]
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3.15 Student’s t-Distribution 113

where σm = standard deviation of the mean value

σ = standard deviation of the set of measurements

n = number of measurements in the set

We should note that the calculation of statistical parameters like standard devia-
tion and least-square fits to data is easily performed with standard computer programs
which are available on even small hand calculators.

Example 3.21UNCERTAINTY IN MEAN VALUE. For the data of Example 3.7, estimate the uncer-
tainty in the calculated mean value of the readings.

Solution

We shall make this estimate for the original data and for the reduced data of Example 3.13. For
the original data the standard deviation of the mean is

σm = σ√
n
= 0.627√

10
= 0.198 cm

The arithmetic mean value calculated in Example 3.7 was xm = 5.613 cm. We could now
specify the uncertainty of this value by using the odds of Table 3.3:

xm = 5.613± 0.198 cm (2.15 to 1)

= 5.756± 0.396 cm (21 to 1)

= 5.613± 0.594 cm (369 to 1)

Using the data of Example 3.13, where one point has been eliminated by Chauvenet’s criterion,
we may make a better estimate of the mean value with less uncertainty. The standard deviation
of the mean is calculated as

σm = σ√
n
= 0.465√

9
= 0.155 cm

for the mean value of 5.756 cm. Thus, we would estimate the uncertainty as

xm = 5.756± 0.155 cm (2.15 to 1)

= 5.756± 0.310 cm (21 to 1)

= 5.756± 0.465 cm (369 to 1)

3.15 Student’s t-Distribution

In Sec. 3.14 we have used the relation

σm = σ√
n

to determine the standard deviation of the mean in terms of the standard deviation
of the population. For small samples (n < 10) this relation has been shown to be
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114 C H A P T E R 3 • Analysis of Experimental Data

Table 3.7 Values of Student’s t for use in Equation (3.48)

Subscript designates percent confidence level.

Degrees
of freedom
v t50 t80 t90 t95 t98 t99 t99.9

1 1.000 3.078 6.314 12.706 31.821 63.657 636.619
2 0.816 1.886 2.920 4.303 6.965 9.925 31.598
3 0.765 1.638 2.353 3.182 4.541 5.841 12.941
4 0.741 1.533 2.132 2.776 3.747 4.604 8.610
5 0.727 1.476 2.015 2.571 3.365 4.032 6.859

6 0.718 1.440 1.943 2.447 3.143 3.707 5.959
7 0.711 1.415 1.895 2.365 2.998 3.499 5.405
8 0.706 1.397 1.860 2.306 2.896 3.355 5.041
9 0.703 1.383 1.833 2.262 2.821 3.250 4.781

10 0.700 1.372 1.812 2.228 2.764 3.169 4.587

11 0.697 1.363 1.796 2.201 2.718 3.106 4.437
12 0.695 1.356 1.782 2.179 2.681 3.055 4.318
13 0.694 1.350 1.771 2.160 2.650 3.012 4.221
14 0.692 1.345 1.761 2.145 2.624 2.977 4.140
15 0.691 1.341 1.753 2.131 2.602 2.947 4.073

16 0.690 1.337 1.746 2.120 2.583 2.921 4.015
17 0.689 1.333 1.740 2.110 2.567 2.898 3.965
18 0.688 1.330 1.734 2.101 2.552 2.878 3.922
19 0.688 1.328 1.729 2.093 2.539 2.861 3.883
20 0.687 1.325 1.725 2.086 2.528 2.845 3.850

21 0.686 1.323 1.721 2.080 2.518 2.831 3.819
22 0.686 1.321 1.717 2.074 2.508 2.819 3.792
23 0.685 1.319 1.714 2.069 2.500 2.807 3.767
24 0.685 1.318 1.711 2.064 2.492 2.797 3.745
25 0.684 1.316 1.708 2.060 2.485 2.787 3.725

26 0.684 1.315 1.706 2.056 2.479 2.779 3.707
27 0.684 1.314 1.703 2.052 2.473 2.771 3.690
28 0.683 1.313 1.701 2.048 2.467 2.763 3.674
29 0.683 1.311 1.699 2.045 2.462 2.756 3.659
30 0.683 1.310 1.697 2.042 2.457 2.750 3.646

40 0.681 1.303 1.684 2.021 2.423 2.704 3.551
60 0.679 1.296 1.671 2.000 2.390 2.660 3.460

120 0.677 1.289 1.658 1.980 2.358 2.617 3.373
∞ 0.674 1.282 1.645 1.960 2.326 2.576 3.291
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3.15 Student’s t-Distribution 115

somewhat unreliable. A better method for estimating confidence intervals was
developed by Student2 by introducing the variable t such that

� = tσ√
n

[3.48]

where, now, t replaces the z variable previously used. It can be shown that

t = x̄−X

σ

√
n [3.49]

where n = number of observations

x̄ = mean of n observations

X = mean of normal population which the samples are taken from

Student then developed a distribution function f(t) such that

f(t) = K0(
1+ t2

n− i

)n/2

f(t) = K0

(
1+ t2

ν

)
(ν + 1)/2

[3.50]

where K0 is a constant which depends on n and ν is (n−1) degrees of freedom. When
n→∞, the distribution function approaches the normal distribution. Table 3.7 gives
values of Student’s t for different degrees of freedom and levels of confidence. t90

means a 90 percent confidence level. Note that for ν →∞, t90 is 1.645, which agrees
with Table 3.4.

Example 3.22CONFIDENCE LEVEL FROM t-DISTRIBUTION. Ten observations of a voltage are
made with ē = 15 V and σ = ±0.1 V. Determine the 5 and 1 percent significance levels.

Solution

For n = 10 we have ν = 10− 1 = 9. At the 5 percent significance level the probability is 95
percent and we find from Table 3.7

t = 2.262

From Eq. (3.48)

� = (2.262)(0.1)√
10

= 0.0715 V

at the 1 percent significance level P = 0.99. ν = 9, and

t = 3.250

2Pen name of William S. Gosset (1876–1937), an Irish chemist.
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116 C H A P T E R 3 • Analysis of Experimental Data

so that � = (3.25)(0.1)

10
= 0.1028 V

We thus could state with a 95 percent confidence level that the voltage is 15 V ± 0.0715 V or
with a 99 percent confidence level that it is 15 V ± 0.1028 V.

Example 3.23 ESTIMATE OF SAMPLE SIZE. For the steel bar in Example 3.11, obtain a new estimate
for the number of measurements required using the t-distribution.

Solution

From Example 3.10 we have

� = 0.2 mm

σ = 0.5 mm

and from Eq. (3.44)

� = tσ√
n

or t = 0.4
√

n [a]

At this point we note that t is a function of n through Table 3.7 so that Eq. (a) must be solved
by iteration to obtain a value for n. Remembering that ν = n− 1 = 24, the trials are for the 95
percent confidence level:

n t95 (from Table 3.7) t [Calculated, Eq. (a)]

25 2.064 2.000
26 2.060 2.040
27 2.056 2.078

Therefore, we shall require 27 measurements for the t-distribution in contrast to the 25 mea-
surements required in Example 3.11.

Example 3.24 CONFIDENCE LEVEL. Ten measurements are made of the thickness of a metal plate
which give 3.61, 3.62, 3.60, 3.63, 3.61, 3.62, 3.60, 3.62, 3.64, and 3.62 mm. Determine the
mean value and the tolerance limits for a 90 percent confidence level.

Solution

The mean value is calculated from

xm = 1

n

i∑
xi = 1

10
(36.17) = 3.617 mm
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3.15 Student’s t-Distribution 117

The sample standard deviation is calculated from

σ =
[∑

(xi − xm)2

n− 1

]1/2

=
[

1.41× 10−3

10− 1

]1/2

= 0.0125 mm

Entering Table 3.7 with ν = 10− 1 = 9, we obtain t90 for a 90 percent confidence level:

t90 = 1.833

Thus, we have from Eq. (3.44)

� = tσ

10
= (1.833)(0.0125)

10
= 0.00726 mm

or x = 3.617 mm ± 0.00726 mm (90 percent confidence)

Example 3.25CONFIDENCE LEVEL. If the results of the measurements of Example 3.24 are stated as

xm = 3.617 mm ± 0.01 mm

what confidence level should be assigned to this statement?

Solution

We still have σ = 0.0125 mm and from Eq. (3.44)

� = tσ√
n
= 0.01 = t(0.0125)

10

or t = 2.53

Entering Table 3.7 with ν = 10− 1 = 9, we find by interpolation

t = 2.53 = t96.4

indicating a confidence level of 96.4 percent.

Example 3.26LOWER CONFIDENCE LEVEL. Repeat Examples 3.24 and 3.25 for a confidence level
of 90 percent (10 percent level of significance).

Solution

We still have

� = 0.2 mm

σ = 0.5 mm

For 90 percent confidence level we obtain from Table 3.7

z = 1.65
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and from

� = zσ√
n
= 0.2 = (1.65)(0.5)√

n

n = 17.01, rounded to n = 18

For the t-distribution

� = tσ√
n

and t = 0.4
√

n [a]

and, again, an iterative procedure is required. This time we must use t90 from Table 3.7. The
trials are, with ν = n− 1:

n t90 (from Table 3.7) t [Calculated, Eq. (a)]

17 1.746 1.649
18 1.740 1.697
19 1.734 1.743

and 19 measurements would be required by the t-distribution.

Example 3.27 TRADE-OFF IN NUMBER OF MEASUREMENTS. In a certain pressure measurement
a known precision of ±6 kPa can be obtained with a large number of measurements. This
significance level of the pressure determination is directly related to rejection of a certain
production part. The cost per part rejected is P and the cost per pressure measurement is C.
Determine the relative relationship between P and C for levels of significance of 5 and 10
percent such that the mean pressure measured will be ±3 kPa.

Solution

For this problem the important parameter is the total cost of rejection and measurement for the
two levels of significance. For the 5 percent level we have z = 1.96, σ = 6 kPa, and � = 3 kPa
applied to Eq. (3.19) to give

� = zσ√
n
= 3 = (1.96)(6)√

n

and n = 15.37, or rounded off to

n = 16 measurements for 5 percent level of significance

For the 10 percent significance level we have z = 1.65, σ = 6 kPa, and � = 3 kPa

so that 3 = (1.65)(6)√
n

and n = 10.89, or rounded off to

n = 11 measurements for 10 percent level of significance
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3.15 Student’s t-Distribution 119

The cost of the measurements is nC and the cost of rejection is Px (significance level expressed
as a decimal).

The total cost T for each case is

T (5 percent level) = 0.05P + 16C

T (10 percent level) = 0.1P + 11C

If the total costs are to be the same for the 5 and 10 percent levels, we would have

0.05P + 16C = 0.1P + 11C

and P = 100C

t-Test Comparison of Different Samples

The t-test may also be used to compare two samples to determine if significant vari-
ations exist. In this case t is calculated from

t = xm1 − xm2[
σ2

1

n1
+ σ2

2

n2

]1/2 [3.51]

where the subscripts 1 and 2 refer to the two sets of data. The degrees of freedom for
the two samples are approximated by

ν =
[
σ2

1/n1 + σ2
2/n2

]2

(
σ2

1/n1
)2

n1 − 1
+ (σ2/n2)

2

n2 − 1

[3.52]

where ν is rounded down to an integer [13]. The procedure for comparing the samples
is as follows:

1. The values of xm, σ, and n are determined for each sample.

2. ν is estimated from Eq. (3.52).

3. t is calculated from Eq. (3.51).

4. A level of significance is selected for comparison of the samples. (This may be
determined from 1 percent confidence level.)

5. A value of t is determined from Table 3.7 for the calculated value of ν in step 2
but a significance level of one-half the value in step 4.

6. If the value of t calculated in step 3 falls within the range of the value obtained
in step 5, the two samples may be assumed to be statistically the same, within
the confidence level selected in step 4.

Example 3.28COMPARISON OF TWO SAMPLES. In a production process a metal part is measured
in a sampling process with the following results:

xm1 = 2.84 cm σ1 = 0.05 cm n1 = 12
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A week later another set of measurements is made with the following results:

xm2 = 2.86 cm σ2 = 0.03 cm n2 = 16

Do these tests indicate that the same results are obtained with a confidence level of 90 percent?
(significance level = 10 percent)

Solution

Following the procedure outlined above, we first compute the degrees of freedom from
Eq. (3.52):

ν = [(0.05)2/12+ (0.03)2/16]2

[(0.05)2/12]2

12− 1
+ [(0.03)2/16]2

16− 1

= 16.84

rounded down to 16.
We now enter Table 3.7 with ν = 16 and a significance level of 5 percent (one-half of 10

percent) and obtain

t95 = 2.120 [a]

This figure is to be compared with that calculated from Eq. (3.47). We have

t = 2.84− 2.86[
(0.05)2

12
+ (0.03)2

16

]1/2

= −1.230

This value is less than that obtained in (a) above; so we may conclude that the two metal
samples are the same within a confidence level of 90 percent.

3.16 Graphical Analysis

and Curve Fitting

Engineers are well known for their ability to plot many curves of experimental data and
to extract all sorts of significant facts from these curves. The better one understands
the physical phenomena involved in a certain experiment, the better one is able to
extract a wide variety of information from graphical displays of experimental data.
Because these physical phenomena may encompass all engineering science, we cannot
discuss them here except to emphasize that the person who is usually most successful
in analyzing experimental data is the one who understands the physical processes
behind the data. Blind curve-plotting and cross-plotting usually generate an excess of
displays, which are confusing not only to the management or supervisory personnel
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3.17 Choice of Graph Formats 121

who must pass on the experiments, but sometimes even to the experimenter. To be
blunt, the engineer should give considerable thought to the kind of information being
looked for before even taking the graph paper out of the package, or activating the
computer software.

Assuming that the engineer knows what is to be examined with graphical presen-
tations, the plots may be carefully prepared and checked against appropriate theories.
Frequently, a correlation of the experimental data is desired in terms of an analy-
tical expression between variables that were measured in the experiment. When the
data may be approximated by a straight line, the analytical relation is easy to ob-
tain; but when almost any other functional variation is present, difficulties are usually
encountered. This fact is easy to understand since a straight line is easily recog-
nizable on a graph, whereas the functional form of a curve is rather doubtful. The
curve could be a polynomial, exponential, or complicated logarithmic function and
still present roughly the same appearance to the eye. It is most convenient, then, to
try to plot the data in such a form that a straight line will be obtained for certain
types of functional relationships. If the experimenter has a good idea of the type of
function that will represent the data, then the type of plot is easily selected. It is
frequently possible to estimate the functional form that the data will take on the ba-
sis of theoretical considerations and the results of previous experiments of a similar
nature.

Table 3.8 summarizes several different types of functions and plotting methods
that may be used to produce straight lines on the graph. The graphical measurements
which may be made to determine the various constants are also shown. It may be
remarked that the method of least squares may be applied to all these relations to
obtain the best straight line to fit the experimental data.Anumber of computer software
packages are available to accomplish the functional plots illustrated in Table 3.8. See,
for example, Refs. [15], [16], [23], and [28].

Please note that when using logarithmic or semilog graph coordinates, it is un-
necessary to make log calculations; the scaling of the coordinate automatically ac-
complishes this.

Incorporation of graphics in reports and presentations is discussed in Chap. 15.

3.17 Choice of Graph Formats

The engineer has many graph formats available for presenting experimental data or
calculation results. While bar charts, column charts, pie charts, and similar types of
displays have some applications, by far the most frequently used display is the x-y
graph with choices of coordinates to match the situation. This basic graph has several
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122 C H A P T E R 3 • Analysis of Experimental Data

Table 3.8 Methods of plotting various functions to obtain straight lines

Functional Graphical Determination
Relationship Method of Plot of Parameters

y = ax+ b y vs. x on linear paper

y = axb log y vs. log x on loglog paper

y = aebx log y vs. x on semilog paper

y = x

a+ bx

1

y
vs.

1

x
on linear paper

y = a+ bx+ cx2 y − y1

x− x1
vs. x on linear paper

y

x

x

b

Slope � a

0

log y

log a

Slope � b log e

0

log y

log x

log a

Slope � b

log x � 0
or x � 1.0

b

Slope � a

0

1
y

1
x

Extrapolated

y � y1
x � x1

x

b � cx1

Slope � c

0

(Continued)
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Table 3.8 (Continued)

Functional Graphical Determination
Relationship Method of Plot of Parameters

y = x

a+ bx
+ c

x− x1

y − y1
vs. x on linear paper

y = aebx+cx2
log

[(
y

y1

)1/(x−x1)
]

vs. x

on semilog paper

y = 1− e−bx log
(

1

1− y

)
vs. x

on semilog paper

y = a+ b

x
y vs.

1

x
on linear paper

0

0

0

x

x

x

x � x1
y � y1

1�(x � x1)y
y1

a � bx1

Slope � b � b2

a
x1

Slope � c log e

b � cx1 log e

Slope � b

Slope � b

Slope � b

a

a

y

y

1
x

 x

log �� � �

1
1 � ylog � �

y = a+ b
√

x y vs.
√

x on linear paper
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variations in format that we shall illustrate by plotting the simple table of x-y data
shown below.

x y

1 2
2 3.1
3 12
4 18
5 20
6 37
7 51
8 70
9 82

10 90

Six formats for plotting the data are shown in Fig. 3.9a through f . The choice
of format depends on both the source and type of data as well as the eventual use to
be made of the display. The following paragraphs discuss the six alternatives. The
computer graphics were generated in Microsoft Excel.

a. This display presents just the raw data points with a data marker for each point. It
might be selected as an initial type of display before deciding on a more suitable
alternative. It may be employed for either raw experimental data points or for
points calculated from an analytical relationship. With computer graphics a wide
selection of data marker styles is available.

b. This display presents the points with the same data markers connected by a
smooth curve drawn either by hand or by a computer graphics system; in this
case, by computer. This display should be used with caution. If employed for
presentation of experimental data, it implies that the smooth curve describes the
physical phenomena represented by the data points. The engineer may want to
avoid such an implication and choose not to use this format.

c. This display is the same as (b) but with the data markers removed. It would almost
never be employed for presentation of experimental data because the actual data
points are not displayed. It also has the same disadvantage as (b) in the implication
that the physical phenomena are represented by the smooth connecting curve. In
contrast, this type of display is obviously quite suitable for presenting the results
of calculations. The calculated points could be designated with data markers as
in (b) or left off as in (c). The computer-generated curve offers the advantage of
a smooth curve with a minimum number of calculated points.

d. This display presents the data points connected with straight-line segments in-
stead of a smooth curve, and avoids the implication that the physical situation
behaves in a certain “smooth” fashion. The plot is typically employed for cali-
bration curves where linear interpolation will be used between points, or when
a numerical integration is to be performed based on the connecting straight-line
segments. If used for presentation of experimental data, the implication is the
same as in (b) and (c) that the physical system actually behaves as indicated, in
this case with a somewhat jerky pattern.
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Figure 3.9 Choices of x-y graph formats. Points plotted (a) with data markers, but
without connecting line segments, (b) with data markers joined by a smooth
curve drawn by computer, (c) without data markers joined by smooth curve
drawn by computer, (d) with data markers joined by straight-line segments,
(e) without data markers joined by straight-line segments, (f) with data
markers and correlation curve generated by computer.
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e. The format in (e) is the same as (d) without the data markers. It might be used
for calculation results where the engineer wants to avoid computer smoothing
between the calculated points.

f. Finally, the format presented in (f ) is one that is frequently selected to present ex-
perimental results where uncertainties in the measurements are expected to result
in scatter of the data points. A smooth curve is drawn through the data points as
the experimentalist’s best estimate of the behavior of the phenomena under study.
The smooth curve may be drawn by hand or generated through a least-squares pro-
cess executed by the computer. A trendline equation may or may not be displayed
along with the curve. When experimental uncertainties are expected to contribute
significantly to the scatter of data, as they do in many cases, a full discussion of
their nature should be offered in the accompanying narrative material. Examples
3.29 to 3.32 discuss the generation and display of correlation trendlines.

In some cases a display like that shown in (f ) may be used to present calcu-
lated points along with a particular type of curve fit for the points which differs
from the calculation equation. The cubic polynomial fit shown in case (i) of
Example 3.30 illustrates such an application.

Example 3.29 CORRELATION OF DATA WITH POWER RELATION. The data for a series of ex-
periments are shown in the table below.

x y

70700 175
66600 168
51000 138
23000 81
30900 99
36242 109
52331 142
70000 168
84100 191
21810 76
33217 117
44000 144
56700 146
63000 157
87276 197
82200 201
83092 192
93800 208

In this case, the data were collected in two sets so the tabular listing is not in ascending values
of x. Because of the nature of the physical problem the data are expected to correlate in terms
of a power relation

y = axb [a]
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A computer will be used to plot the data and obtain the values of the constants a and b. If the
data are plotted sequentially on a point-to-point linear graph, the result shown in Fig. Example
3.29a is obtained. The jagged nature of the lines results from data scatter and the fact that the
data are not tabulated with continuously increasing values of x. Obviously, such a graph is
inappropriate.

Taking the logarithm of both sides of Eq. (a) gives

log y = log a+ b log x [b]

which suggests that a straight line will be obtained when the data are plotted on logarithmic
coordinates. This arrangement is noted as the second entry of Table 3.8. When a loglog plot is
executed, the result is as shown in Fig. Example 3.29b. In this case, the plots were generated
in Microsoft Excel but may be accomplished with other software as well [15], [16], and [28].

A least-squares fit of the data to a power relation is given as the trendline and equa-
tion shown in Fig. Example 3.29b, along with the corresponding value of r2 calculated from
Eq. (3.40). The trendline and value of r2 are also calculated by Excel but may be computed
with other programs. The value of r2 = 0.9778 indicates a good correlation.
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Figure Example 3.29 (a) Data plotted sequentially on linear coordinates. (b) Data
plotted on loglog coordinates and computer least-squares fit.
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Note that the line in Fig. Example 3.29b does indeed fit the data. A knowledgeable en-
gineering person would obtain essentially the same result with a hand-drawn correlation line
on graph paper. With the computer, it is not necessary to make the graphical determinations
indicated in Table 3.8. Nevertheless, we emphasize once again that a computer-generated cor-
relation should never be accepted without visual confirmation using a graphical display like
that indicated above.

Example 3.30 ALTERNATIVE DISPLAYS AND CORRELATION TRENDLINES FOR EXPONENTIAL
FUNCTION. This example illustrates different ways of graphing and obtaining least-
squares correlations for data as applied to a calculated exponential function. First, the value of
the function

y = 2.5e−0.2x
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is calculated for a number of values of x from 1 to 20 as shown in the accompanying table.

x y = 2.5 exp (−0.2x)
1 2.046826883
2 1.675800115
3 1.37202909
4 1.12332241
5 0.919698603
6 0.75298553
7 0.61649241
8 0.504741295
9 0.413247221

10 0.338338208
13 0.185683946
17 0.083433175
20 0.045789097

We are dealing with a known exponential function, so some of the correlations that will be
examined are obviously designed for illustrative purposes only. In each case where a correlation
trendline is presented the corresponding equation will be displayed on the graph along with
a value of r2 calculated from Eq. (3.40). The closer the value of r2 to unity, the better the
correlation. The graphs and correlation trendlines have been generated in Microsoft Excel but
could be obtained from other software packages as well [15], [16], and [28]. The following
comments apply to the figures noted.

a. The calculated values of the exponential relation are displayed with data markers, but
without connecting line segments.

b. The calculated values of the exponential relation are plotted with data markers along with
connecting line segments.

c. A smooth curve is plotted through the points with data markers omitted.

d. The data points are displayed without connecting line segments along with a least-squares
linear fit to the data points. The linear relation obviously does not work, and is evidenced
by a low value of r2.

e. As suggested from the third entry of Table 3.8, the exponential relation should plot as a
straight line on semilog coordinates. This figure gives such a display along with a least-
squares fit to an exponential relation and the corresponding value of r2 calculated from
Eq. (3.40). A perfect fit is obtained, as should be expected from the exact calculations of
the exponential function. It should be noted that the line drawn through the data markers
is the correlation line, and not a line connecting the points. Note that r2 = 1.0.

f. An exponential relation is again fitted to the data with a least-squares analysis but this time
on a linear plot.Again, a perfect fit is obtained. We note from this chart that the least-squares
calculation is independent of the type of coordinate system employed for the display.

g. This plot displays an attempt at a least-squares fit to a power relation like that in the second
entry of Table 3.8, along with the plot using linear coordinates. Note the poor fit and low
value of r2.
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h. This figure shows a second-order polynomial (quadratic) fit of the data on linear coor-
dinates. The results are fairly good, except at the larger values of x. The least-squares
analysis of this type of fit was described in Eqs. (3.33) to (3.35).

i. A cubic polynomial fit is performed in this figure with very good results. Note the almost
perfect value of r2. In this example we know the functional form of the data points, but
with actual experimental results the functional form may be unknown. In such cases a
polynomial fit is sometimes tried and frequently works very well.
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j. This figure presents another failed attempt at a linear fit, this time with semilog coordinates.

Two general conclusions may be made from the above calculations and displays:

1. A least-squares analysis of a set of data points is independent of the type of coordinate
system used for the presentation, although the type of plot may suggest the functional
form or correlation to be attempted. In this regard, the information of Table 3.8 can be
quite helpful.

2. If one can anticipate the functional form of the data, the type of plot and presentation of
a correlation trendline is simplified.

Example 3.31 EVOLUTION OF A CORRELATION USING COMPUTER GRAPHICS. To illustrate
how a data correlation may evolve using computer graphics we consider the set of data shown
below.

x y y − 2
1 2.2 0.2
3 2.6 0.6
5 2.7 0.7

10 2.65 0.65
30 3 1
50 3.1 1.1

100 3.15 1.15
500 3.7 1.7

1000 4.01 2.01
5000 4.96 2.96

10000 5.8 3.8
50000 7.7 5.7

100000 9.1 7.1

From the physical nature of the problem y is expected to behave according to

y = a+ bxc [a]

where a, b, and c are constants which must be determined from the experimental data. Normally,
one would insist upon more data points than shown in the table, but we are considering an
abbreviated set to keep the presentation simple.

We consider a sequence of graphics that may be used to correlate the data. Obviously, x
takes on a wide range of values and the linear plot of y vs. x shown in Fig. Example 3.31a
causes a compression of data markers for the lower range of x. Inspecting Eq. (a) we see that
y will approach the value of the constant a for very small values of x. Thus, we should expect
to be able to estimate the value of a by inspecting the behavior of the chart for small values of
x; however, the compression in Fig. (a) makes that a very difficult task.
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Figure Example 3.31 (a) to (f ) Evolution of correlation. (g) Effect of elimination of first data point.
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The situation is helped considerably by replotting the x axis with a logarithmic scale as
shown in Fig. (b). Now, we see that y appears to be approaching a value of about 2 for very
small values of x. We therefore add a “y − 2” column to the data table and replot the data as
shown in Fig. (c). Equation (a) is now written as

y − 2 = bxc [b]

which should plot as a straight line when displayed as log(y − 2) vs. log x. Such a display is
shown in Fig. (d). We may suspect that the jagged or nonstraight line is the result of scatter
in the experimental data, and thus a point-to-point graph is not appropriate. The point-to-point
graph is dropped in Fig. (e), and a computer-generated trendline for a power relationship is
calculated and displayed on the chart along with a value of r2 calculated from Eq. (3.40). The
final data correlation is therefore

y = 2+ 0.3536x0.2594 [c]

Finally, the cosmetics of the presentation is improved with addition of major and minor gridlines
along with enlarged data markers and a wider trendline. This results in the graph shown in (f ).

The data point at x= 1, y= 2.2 appears out of line with the other points and suggests
examination of the experimental setup which produced that point. Perhaps there was more
experimental uncertainty for that point or a glitch in the measurements. If so, the point might
be discarded, thereby improving the correlation. As mentioned earlier in the discussion, we
would normally insist on more data points than the relatively small number presented here.
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All of the graphical displays shown can be generated easily and displayed on a computer
worksheet in a short period of time. If an examination of the experimental data indicates that
the point at x = 1 can be eliminated, a new correlation can be calculated and displayed almost
immediately. The result of such an elimination is shown in Fig. (g). Note the improved value
of r2.

Example 3.32CORRELATION TRENDLINES USING OFFSET POINTS. Several of the charts in
Table 3.8 employ offsets from one of the data points, that is, x − x1, y − y1, etc., to lin-
earize the presentation. The set (x1, y1) refers to one of the sets of data points. In this example
we first consider the x-y data shown in the table below.

x y x − x1 y − y1 (y − y1)/ (x − x1)
1 3 −1 −4 4
2 7 0 0
3 13 1 6 6
4 21 2 14 7
5 31 3 24 8
6 43 4 36 9
7 57 5 50 10
8 73 6 66 11
9 91 7 84 12

This is a contrived group of points which fits exactly to the relation

y = x2 + x+ 1 [a]

The data are plotted in Fig. Example 3.32a and a least-squares trendline fit is performed for
a second-degree polynomial. The result is shown with a perfect value of r2 = 1. The least-
squares analysis is performed as described in Eqs. (3.33), (3.34), and (3.35) and executed here
in Microsoft Excel.

Next, the data are replotted by selecting the second data point as the offset with

x1 = 2 y1 = 7

and (y− y1)/(x− x1) versus x as suggested in Table 3.8 for a quadratic relation. The result
is shown in Fig. (b) and the data plot as a straight line on this coordinate system. A linear
least-squares fit is made to give

y − y1

x− x1
= y − 7

x− 2
= x+ 3 [b]

Solving for y gives

y = x2 + x+ 1

the same relation as in Eq. (a).
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Now, we modify the data slightly as shown in the following table so that the points do not
fit the relation of Eq. (a) exactly.

x y x − x1 y − y1 (y − y1)/ (x − x1)
1 3 −1 −4 4
2 7 0 0
3 14 1 7 7
4 22 2 15 7.5
5 30 3 23 7.666666667
6 44 4 37 9.25
7 56 5 49 9.8
8 74 6 67 11.16666667
9 90 7 83 11.85714286

These data are plotted in Fig. (c) and fitted with a second-degree polynomial trendline to give

y = 0.9621x2 + 1.2955x+ 0.8333 [c]

with a value of r2 = 0.9992. As before, we replot the data with x1 = 2 and y1 = 7 as displayed
in Fig. (d). A linear trendline fit is performed, giving the result

y − 7

x− 2
= 0.9361x+ 3.4985 [d]

with r2 = 0.9751. Solving Eq. (d) for y,

y = 0.9361x2 + 1.6263x+ 3.003 [e]

or a somewhat different result from Eq. (c). The difference is the result of the two least-squares
analyses; one for a second-degree polynomial, and the other on a linear basis. Equation (c) is
more correct in that it is a direct fit to the quadratic relation.

Comment

The use of offset points for plotting data can be a convenient artifice for determining the func-
tional relationship between data, just as loglog and semilog plots are useful for establishing
power or exponential relations. Once the functional form is established, a direct least-squares
regression may be the most reliable representation of the data. The computer graphics and least-
squares fits are executed here in Microsoft Excel but could be generated with other software
packages.

3.18 Causation, Correlations, and Curve-fits

Let us consider the first term, causation, or cause and effect. As a homely and almost
absurd example, we might imagine that experiments are conducted in a large number
of barnyards around the country and observations made of the behavior of roosters in
the morning. Suppose that a large amount of data are collected that indicate roosters
crow at about the time the sun rises. Suppose then that a statistical analysis is made
of the data which indicate a very strong correlation between roosters crowing and the
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sun rising. Despite the strong correlation it would be grossly in error to conclude that
the rooster causes the sun to rise.3

Not all experimental results would be as simple to evaluate as the rooster-
sunrise hypothesis. Biomedical engineering applications are particularly interesting
and sometimes difficult to interpret. In such applications graphical displays may not
be as quantitative as in hardware-oriented experiments, and they are usually subject
to more conjecture. We will give two biomedical examples to emphasize the concepts
of correlation and causation further.

First, consider a set of observations and measurements that were conducted with
Parkinson’s disease (PD) patients [33]. These persons experience stiffness, involun-
tary motions, a characteristic tremor of hands, arms, and legs, speech problems, and
in some cases deterioration in mental/cognitive capabilities. Over the years it has
become possible to at least partially quantify these specific symptoms and to express
the overall progress of PD. In the course of examining the specific symptoms and
functional performance, investigators questioned whether some of the human per-
formance measures were more indicative of overall progression of PD than others.
After considerable study, investigators found that the behavior measures could be
plotted as shown in Fig. 3.10. It was found that mental/cognitive performance was
a primary factor in the overall evaluation of motor performance and that a threshold
level exists which apparently governs the maximum level that can be achieved in the
other human performance factors. In other words, the ability to achieve at some level
of mental/cognitive function seen as a limiting resource is a necessary but not a suffi-
cient condition in order to achieve at a minimum level of motor performance such as
speed of movement, or coordination. Due to the nonlinear relationship of the data, the
inverse is not true. High achievement of motor ability is not necessary for high mental/
cognitive achievement.Assignment of any quantitative degree of causation other than
a categorical one to this data presentation would be highly speculative. Still, the non-
quantitative relationship can be of clinical use in evaluation of PD behavior and
performance. The important point is that the threshold effects show up quite clearly
on a graphical display but would be difficult to discern from a corresponding tab-
ular presentation. The experimentalist involved with research efforts is encouraged
to construct plots of a speculative nature in the hope that some new or unanticipated
effect may be observed, even though they may not be quantifiable.

The second biomedical example we consider is concerned with human con-
sumption of alcohol. There has been statistical evidence for some time that moderate
consumption of alcohol results in a lower probability for heart attacks. But, as some-
one remarked, statistics does not cause or prevent heart attacks. In 1994, the results of
extensive experimental evidence were presented in Ref. [34] that showed a measured
increase in blood levels of t-plasminogen activator with an increase in consumption
of alcoholic beverages. Such an increase has been shown to be associated with a
reduction in the rate of myocardial infarction (heart attacks). In addition, convinc-
ing statistical evidence was given that excluded the possibility of smoking, blood

3Unless one wishes to go back in time for several centuries to some primitive culture where the crow of the
rooster supposedly summons the God of Roosters to ask the Sun God to cause the sun to rise.

hol29303_ch03_060-165.pdf   79hol29303_ch03_060-165.pdf   79 8/12/2011   3:22:56 PM8/12/2011   3:22:56 PM



3.18 Causation, Correlations, and Curve-fits 139

Poor

Su
bs

ys
te

m
 p

er
f.

 c
ap

ac
ity

(p
er

f.
 r

es
ou

rc
e 

av
ai

la
bl

e)

0 20 40

Higher-level task performance

60 80 100

Fair Exceptional

Figure 3.10 Typical scatter plot obtained when the measured performance capacity for
a given subsystem drawn upon in a higher-level task is plotted against
performance in the more complex task.

pressure, obesity, or other contributing factors influencing the final results. The im-
portant point here is that a statistical correlation was available for years, which many
people believed reliable and therefore prompted appropriate action on their part. The
follow-up with corroborating laboratory measurements linked to specific biochemical
effects helped to remove remaining doubts. One could argue that a cause-and-effect
result still has not been established, because it is not known for sure that increase in
t-plasminogen activator levels reduces the risk of heart attacks. Such is the uncertainty
in biomedical science, and the reader is left to self-speculate on the matter.

Sometimes it is difficult to distinguish between correlations and curve-fitting.
Indeed, when one performs a least-squares analysis to obtain the best equation to fit a
set of experimental data, a correlation is obtained that expresses the result in terms of
the parameters that the experimentalist perceives (or knows) to be important. On the
other hand, the curve-fitting or forced-fit of a specific type of function to provide for
easy calculations, as illustrated in the polynomial expressions of Table 8.5, is strictly
an artifice of convenience.

Suppose experiments are conducted to measure the heat transfer to boil water at
atmospheric pressure in an open container. The actual boiling process is a complex
phenomenon, but it would come as no surprise to find that for a constant pressure of
1 atm the boiling heat-transfer rate increases with an increase in the surface temper-
ature in contact with the water. The heat flux per unit area could be plotted versus
the temperature difference between the surface and boiling temperature of the water
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(100◦C at atmospheric pressure) and a curve-fit or correlation performed to obtain
the specific function

Heat flux = f (temperature difference)

The specific functional relation would be helpful to supply to other persons desir-
ing to calculate boiling heat-transfer rates for water. The correlation is quite useful,
although it does not explain the complex boiling phenomena involving bubble for-
mation, collapse, and eventual dissipation in the body of the fluid. In this example,
the terms correlation and curve-fit are almost synonymous, because the curve-fit is
constructed from the original experimental data points. The term causation is only
loosely applicable in this case because we certainly expect an increase in heat transfer
with an increase in temperature difference, but other factors such as surface tension
(which influences bubble size) and viscosity (which influences bubble motion) are
also important.

In conclusion, the important point of this discussion is that the experimentalist
should always be mindful of the difference between the terms causation, correlation,
and curve-fit and not attach more meaning to a correlation of data than is justified. At
the same time, one should not depreciate the utility that data correlations can afford,
or possible simplification of calculations with use of curve-fits.

Example 3.33 MORE (COMPLEX) IS NOT ALWAYS BETTER As a final note to our discussion of
correlations we consider the set of data shown in Table Ex. 3.33(a), involving six data points. Let
us construct least-squares fits to these data points using first- through fifth-order polynomials.
The computer-generated correlations are shown in Fig. Ex. 3.33(a). The correlation equations
and corresponding values of the correlation coefficient r2 are shown, as well as plots of the
correlation curves.

Clearly, the linear relation does not fit well, as illustrated by a visual inspection and
the relatively low value of the correlation coefficient. The second-, third-, and fourth-degree

Table Example 3.33(a)

x y Linear Fifth Fourth Third Second

0 −1 −3.8571 −1 −0.8294 −0.9365 −0.4643
1 2 1.4858 2.0006 1.1467 1.4683 0.8072
2 3 6.8287 3.0024 4.706 4.4921 4.1145
3 11 12.1716 11.0012 9.2929 9.0793 9.4576
4 15 17.5145 14.984 15.8518 16.1743 16.8365
5 27 22.8574 26.925 26.8271 26.7215 26.2512

0.5 −1.18565 3.269653 −0.132569 0.24755 −0.083025
1.5 4.15725 1.216297 2.798331 2.8438 2.206375
2.5 9.50015 6.850391 6.847131 6.53125 6.531575
3.5 14.84305 13.78883 12.20823 12.2543 12.89258
4.5 20.18595 17.13773 20.57603 20.95735 21.28938
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Figure Example 3.33(a)

curves are almost identical in their visual match and the value of the corresponding correlation
coefficients. The fifth-order curve is problematical. It has a perfect correlation coefficient
(r2 = 1.0), passes through the data points exactly, but snakes through the other values with an
oscillatory behavior. The values of the ordinate y calculated from the correlating equations at
off-data points x = 2.5, 3.5, 4.5, etc., illustrate this behavior.

If one were to merely inspect the correlating equations and their corresponding correlation
coefficients, it would be very easy to wrongfully select the fifth-order equation as the best
relation. But, as we have mentioned several times before, all correlations should be confirmed
with a visual comparison with the data. Thus, we reject the fifth-order correlation on the basis
of this comparison. The linear relation is also easily discarded; but the second-, third-, and
fourth-order relations appear equally satisfactory, in both a visual comparison and values of
the correlation coefficient. Which one shall we choose?All selections should be so easy. Choose
the simplest—the quadratic equation:

y = 1.0179x2 + 0.2536x− 0.4643 [a]

Table Example 3.33(b)

x y

0 0
1 1
2 4
3 9
4 16
5 25
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Figure Example 3.33(b)

Computer correlations are not always problematical. Sometimes they agree with the ob-
vious observation. Consider the set of data shown in Table Ex. 3.33(b). A quick inspection of
this set reveals the obvious result that the data follow the relation

y = x2 [b]

exactly. When a least-squares computer correlation is attempted to fit first-, second-, third-,
fourth-, and fifth-order formulas, the results are shown in Fig. Ex. 3.33(b). The linear relation
fails again, but the other relations fit rather well. Note, however, that the coefficients of all but
the x2 term are very nearly equal to zero, and all the formulas reduce to Eq. (b). The coefficients
differ slightly from zero as a result of round-off error in the computer calculations. In this simple
example, the computer has given us the correct result, though in slightly disguised form.

3.19 General Considerations

in Data Analysis

Our discussions in this chapter have considered a variety of topics: statistical analysis,
uncertainty analysis, curve plotting, least squares, among others. With these tools the
reader is equipped to handle a variety of circumstances that may occur in experimental
investigations. As a summary to this chapter let us now give an approximate outline
of the manner in which one would go about analyzing a set of experimental data:

1. Examine the data for consistency. No matter how hard one tries, there will always
be some data points that appear to be grossly in error. If we add heat to a container
of water, the temperature must rise, and so if a particular data point indicates a
drop in temperature for a heat input, that point might be eliminated. In other
words, the data should follow commonsense consistency, and points that do not
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appear proper should be eliminated. If very many data points fall in the category of
“inconsistent,” perhaps the entire experimental procedure should be investigated
for gross mistakes or miscalculation.

2. Perform a statistical analysis of data where appropriate. A statistical analysis
is only appropriate when measurements are repeated several times. If this is the
case, make estimates of such parameters as standard deviation, and so forth. In
those cases where the uncertainty of the data is to be prescribed by statistical
analysis, a calculation should be performed using the t-distribution. This may be
used to determine levels of confidence and levels of significance. The number
of measurements to be performed may be determined for different levels of
confidence.

3. Estimate the uncertainties in the results. We have discussed uncertainties at
length. Hopefully, these calculations will have been performed in advance, and
the investigator will already know the influence of different variables by the time
the final results are obtained.

4. Anticipate the results from theory. Before trying to obtain correlations of the
experimental data, the investigator should carefully review the theory appropriate
to the subject and try to glean some information that will indicate the trends the
results may take. Important dimensionless groups, pertinent functional relations,
and other information may lead to a fruitful interpretation of the data. This step is
particularly important in determining the graphical form(s) to be selected for pres-
entation of data. If, for example, measurements are made of a first-order system
subjected to a step input, we would expect exponential behavior in accordance
with Eq. (2.11) and a semilog plot like that shown in the third or eighth entries
of Table 3.8 should be selected for data presentation.

5. Correlate the data. The word “correlate” is subject to misinterpretation. In the
context here we mean that the experimental investigator should make sense of
the data in terms of physical theories or on the basis of previous experimental
work in the field. Certainly, the results of the experiments should be analyzed to
show how they conform to or differ from previous investigations or standards
that may be employed for such measurements.

3.20 Summary

By now the reader will have sensed the central theme of this chapter as that of uncer-
tainty analysis and the use of this analysis to influence experiment design, instrument
selection, and evaluation of the results of experiments. At this point we must reiterate
statements we have made before. We still must recognize that uncertainty is not the
same as error, even though some people interchange the terms. As we saw in Chap. 2,
the determination of “error” is eventually related to a comparison with a standard.
Even then, there is still “uncertainty” in the error because the “standard” has its own
uncertainty.
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In the chapters that follow we shall examine a large number of instruments
and measurement devices and shall see how the concepts of error, uncertainty, and
calibration apply.

3.21 Review Questions

3.1. How does an error differ from an uncertainty?

3.2. What is a fixed error; random error?

3.3. Define standard deviation and variance.

3.4. In the normal error distribution, what does P(x) represent?

3.5. What is meant by measure of precision?

3.6. What is Chauvenet’s criterion and how is it applied?

3.7. What are some purposes of uncertainty analyses?

3.8. Why is an uncertainty analysis important in the preliminary stages of experi-
ment planning?

3.9. How can an uncertainty analysis help to reduce overall experimental
uncertainty?

3.10. What is meant by standard deviation of the mean?

3.11. What is a least-squares analysis?

3.12. What is the correlation coefficient?

3.13. What is meant by a regression analysis?

3.14. What is meant by level of significance; level of confidence?

3.15. How can statistical analysis be used to estimate experimental uncertainty?

3.16. How is Student’s t-distribution used?

3.17. How is the chi-square test used?

3.18. How can statistical analysis be used to determine the number of measurements
needed for a required level of confidence?

3.19. What is the coefficient of determination?

3.20. Why should one always make a graphical plot of data?

3.21. What does it mean when the correlation coefficient is 1.0?

3.22 Problems

Note: Problems marked with [C] may be worked with any appropriate computer
software available to the reader. In some cases, graphing calculators with printout
capabilities may also be employed.
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3.1. The resistance of a resistor is measured 10 times, and the values determined are
100.0, 100.9, 99.3, 99.9, 100.1, 100.2, 99.9, 100.1, 100.0, and 100.5. Calculate
the uncertainty in the resistance.

3.2. A certain resistor draws 110.2 V and 5.3 A. The uncertainties in the measure-
ments are ±0.2 V and ±0.06 A, respectively. Calculate the power dissipated
in the resistor and the uncertainty in the power.

3.3. A small plot of land has measured dimensions of 50.0 by 150.0 ft. The uncer-
tainty in the 50-ft dimension is±0.01 ft. Calculate the uncertainty with which
the 150-ft dimension must be measured to ensure that the total uncertainty in
the area is not greater than 150 percent of that value it would have if the 150-ft
dimension were exact.

3.4. Two resistors R1 and R2 are connected in series and parallel. The values of
the resistances are

R1 = 100.0± 0.1 �

R2 = 50.0± 0.03 �

Calculate the uncertainty in the combined resistance for both the series and
the parallel arrangements.

3.5. Aresistance arrangement of 50 � is desired. Two resistances of 100.0±0.1 �

and two resistances of 25.0± 0.02 � are available. Which should be used, a
series arrangement with the 25-� resistors or a parallel arrangement with the
100-� resistors? Calculate the uncertainty for each arrangement.

[C] 3.6. The following data are taken from a certain heat-transfer test. The expected
correlation equation is y = axb. Plot the data in an appropriate manner and
use the method of least squares to obtain the best correlation.

x 2040 2580 2980 3220 3870 1690 2130 2420 2900 3310 1020 1240 1360 1710 2070

y 33.2 32.0 42.7 57.8 126.0 17.4 21.4 27.8 52.1 43.1 18.8 19.2 15.1 12.9 78.5

Calculate the mean deviation of these data from the best correlation.

3.7. A horseshoes player stands 30 ft from the target. The results of the tosses
are:

Deviation from Deviation from
Toss Target, ft Toss Target, ft

1 0 6 +2.4
2 +3 7 −2.6
3 −4.2 8 +3.5
4 0 9 +2.7
5 +1.5 10 0
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On the basis of these data, would you say that this is a good player or a poor
player? What advice would you give this player in regard to improving at the
game?

3.8. Calculate the probability of drawing a full house (three of a kind and two of
a kind) in the first 5 cards from a 52-card deck.

3.9. Calculate the probability of filling an inside straight with one draw from the
remaining 48 cards of a 52-card deck.

3.10. Avoltmeter is used to measure a known voltage of 100 V. Forty percent of the
readings are within 0.5 V of the true value. Estimate the standard deviation
for the meter. What is the probability of an error of 0.75 V?

3.11. In a certain mathematics course the instructor informs the class that grades
will be distributed according to the following scale provided that the average
class score is 75:

Grade A B C D F
Score 90–100 80–90 70–80 60–70 Below 60

Estimate the percentage distribution of grades for 5, 10, and 15 percent failing.
Assume that there are just as many As as Fs.

[C] 3.12. For the following data points y is expected to be a quadratic function of x.
Obtain this quadratic function by means of a graphical plot and also by the
method of least squares:

x 1 2 3 4 5
y 1.9 9.3 21.5 42.0 115.7

3.13. It is suspected that the rejection rate for a plastic-cup-molding machine is
dependent on the temperature at which the cups are molded. A series of
short tests is conducted to examine this hypothesis with the following results:

Temperature Total Production Number Rejected

T1 150 12
T2 75 8
T3 120 10
T4 200 13

On the basis of these data, do you agree with the hypothesis?
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3.14. A capacitor discharges through a resistor according to the relation E/E0 =
e−t/RC where E0 = voltage at time zero, R = resistance, C = capacitance.
The value of the capacitance is to be measured by recording the time necessary
for the voltage to drop to a value E1. Assuming that the resistance is known
accurately, derive an expression for the percent uncertainty in the capacitance
as a function of the uncertainty in the measurements of E1 and t.

3.15. In heat-exchanger applications a log mean temperature is defined by

�Tm =
(
Th1 − Tc1

)− (
Th2 − Tc2

)
ln

[(
Th1 − Tc1

)
/
(
Th2 − Tc2

)]
where the four temperatures are measured at appropriate inlet and outlet con-
ditions for the heat-exchanger fluids. Assuming that all four temperatures are
measured with the same absolute uncertainty wT , derive an expression for the
percentage uncertainty in �Tm in terms of the four temperatures and the value
of wT . Recall that the percentage uncertainty is

w�Tm

�Tm

× 100

[C] 3.16. A certain length measurement is made with the following results:

Reading 1 2 3 4 5 6 7 8 9 10
x, in 49.36 50.12 48.98 49.24 49.26 50.56 49.18 49.89 49.33 49.39

Calculate the standard deviation, the mean reading, and the uncertainty.Apply
Chauvenet’s criterion as needed.

3.17. Devise a method for plotting the gaussian normal error distribution such that
a straight line will result. (Ans. (1/η) ln [

√
2πP(η)] versus η.) Show how such

a plot may be labeled so that it can be used to estimate the fraction of points
which lie below a certain value of η. Subsequently, show that this plot may be
used to investigate the normality of a set of data points. Apply this reasoning
to the data points of Example 3.7 and Probs. 3.6 and 3.7.

3.18. A citizens’ traffic committee decides to conduct its own survey and analysis
of the influence of drinking on car accidents. By some judicious estimates
the committee determines that in their community 30 percent of the drivers
on a Saturday evening between 10 p.m. and 2 a.m. have consumed some al-
cohol. During this same period there were 50 accidents, varying from minor
scratched fenders to fatalities. In these 50 accidents 50 of the drivers had
had something to drink (there are 100 drivers for 50 accidents). From these
data, what conclusions do you draw about the influence of drinking on car
accidents? Can you devise a better way to perform this analysis?

3.19. The grades for a certain class fall in the following ranges:

Number 10 30 50 40 10 8
Score 90–100 80–90 70–80 60–70 50–60 Below 50
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The arithmetic mean grade is 68. Devise your own grade distribution for this
class. Be sure to establish the criteria for the distribution.

3.20. A certain length measurement is performed 100 times. The arithmetic mean
reading is 6.823 ft, and the standard deviation is 0.01 ft. How many readings
fall within (a) ±0.005 ft, (b) ±0.02 ft, (c) ±0.05 ft, and (d) 0.001 ft of the
mean value?

3.21. Aseries of calibration tests is conducted on a pressure gage.At a known pres-
sure of 1000 psia it is found that 30 percent of the readings are within 1 psia
of the true value. At a known pressure of 500 psia, 40 percent of the readings
are within 1 psia. At a pressure of 200 psia, 45 percent of the readings are
within 1 psia. What conclusions do you draw from these readings? Can you
estimate a standard deviation for the pressure gage?

3.22. Two resistors are connected in series and have the following values:

R1 = 10,000 �± 5% R2 = 1 M�± 10%

Calculate the percent uncertainty for the series total resistance.

3.23. Apply Chauvenet’s criterion to the data of Example 3.14 and then replot the
data on probability paper, omitting any excluded points.

3.24. Plot the data of Example 3.7 on probability paper. Replot the data, taking into
account the point eliminated in Example 3.13. Comment on the normality of
these two sets of data.

3.25. Two groups of secretaries operate under the same manager. Both groups have
the same number of people, use the same equipment, and turn out about the
same amount of work. During one maintenance period group A had 10 ser-
vice calls on the equipment, while group B had only 6 calls. From these data,
would you conclude that group A was harder on the equipment?

[C] 3.26. Alaboratory experiment is conducted to measure the viscosity of a certain oil.
A series of tests gives the values as 0.040, 0.041, 0.041, 0.042, 0.039, 0.040,
0.043, 0.041, and 0.039 ft2/s. Calculate the mean reading, the variance, and
the standard deviation. Eliminate any data points as necessary.

[C] 3.27. The following data are expected to follow a linear relation of the form y =
ax+b. Obtain the best linear relation in accordance with a least-squares analy-
sis. Calculate the standard deviation of the data from the predicted straight-line
relation:

x 0.9 2.3 3.3 4.5 5.7 6.7
y 1.1 1.6 2.6 3.2 4.0 5.0

[C] 3.28. The following data points are expected to follow a functional variation of
y = axb. Obtain the values of a and b from a graphical analysis:

x 1.21 1.35 2.40 2.75 4.50 5.1 7.1 8.1
y 1.20 1.82 5.0 8.80 19.5 32.5 55.0 80.0
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[C] 3.29. The following data points are expected to follow a functional variation of
y = aebx. Obtain the values of a and b from a graphical analysis:

x 0 0.43 1.25 1.40 2.60 2.9 4.3
y 9.4 7.1 5.35 4.20 2.60 1.95 1.15

[C] 3.30. The following heat-transfer data points are expected to follow a functional
form of N = aRb. Obtain the values of a and b from a graphical analysis and
also by the method of least squares:

R 12 20 30 40 100 300 400 1000 3000
N 2 2.5 3 3.3 5.3 10 11 17 30

What is the average deviation of the points from the correlating relation-
ship?

[C] 3.31. In a student laboratory experiment a measurement is made of a certain resis-
tance by different students. The values obtained were:

Reading 1 2 3 4 5 6 7 8 9 10 11 12
Resistance, k� 12.0 12.1 12.5 11.8 13.6 11.9 12.2 11.9 12.0 12.3 12.1 11.85

Calculate the standard deviation, the mean reading, and the uncertainty.

3.32. In a certain decade resistance box resistors are arranged so that four re-
sistances may be connected in series to obtain a desired result. The first
selector uses 10 resistances of 1000, 2000, . . . , 9000, the second uses
10 of 100, 200, . . . , 900, the third uses 10 of 20, . . . , 90, and the fourth,
1, 2, . . . , 9 �. Thus, the overall range is 0 to 9999 �. If all the resistors have
an uncertainty of ±1.0 percent, calculate the percent uncertainties for total
resistances of 9, 56, 148, 1252, and 9999 �.

3.33. Calculate the chances and probabilities that data following a normal distribu-
tion curve will fall within 0.2, 1.2, and 2.2 standard deviations of the mean
value.

3.34. Suggest improvements in the measurement uncertainties for Example 3.5
which will result in reduction in the overall uncertainty of flow measurement
to ±1.0 percent.

3.35. What uncertainty in the resistance for the first part of Example 3.3 is necessary
to produce the same uncertainty in power determination as results from the
current and voltage measurements?
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3.36. Use the technique of Sec. 3.5 with Example 3.5.

3.37. Use the technique of Sec. 3.5 with Examples 3.4 and 3.3.

[C] 3.38. Obtain the correlation coefficient for Prob. 3.27.

[C] 3.39. Obtain the correlation coefficient for Prob. 3.28.

[C] 3.40. Obtain the correlation coefficient for Probs. 3.29 and 3.30.

[C] 3.41. Obtain the correlation coefficient for Probs. 3.6 and 3.12.

3.42. For the heat exchanger of Prob. 3.15 the temperatures are measured as Th1 =
100◦C, Th2 = 80◦C, Tc1 = 75◦C, and Tc2 = 55◦C. All temperatures have an
uncertainty of±1◦C. Calculate the uncertainty in �Tm using the technique of
Sec. 3.5.

3.43. Repeat Prob. 3.42 but with Tc1 = 90◦C and Tc2 = 70◦C.

3.44. Four resistors having nominal values of 1, 1.5, 3, and 2.5 k� are connected
in parallel. The uncertainties are ±10 percent. A voltage of 100 V± 1.0 V is
impressed on the combination. Calculate the power drawn and its uncertainty.
Use Sec. 3.5.

3.45. A radar speed-measurement device for state police is said to have an uncer-
tainty of ±4 percent when directed straight at an oncoming vehicle. When
directed at some angle θ from the straight-on position, the device measures
a component of the vehicle speed. The police officer can only obtain a value
for the angle θ̃ through a visual observation having an uncertainty of ±10◦.
Calculate the uncertainty of the speed measurement for θ values of 0, 10, 20,
30, and 45◦. Use the techniques of both Secs. 3.4 and 3.5.

3.46. An automobile is to be tested for its acceleration performance and fuel econ-
omy. Plan this project taking into account the measurements which must be
performed and expected uncertainties in these measurements. Assume that
three different drivers will be used for the tests. Make plans for the number
of runs which will be used to reduce the data. Also, prepare a detailed outline
with regard to form and content of the report which will be used to present
the results.

3.47. Athermocouple is used to measure the temperature of a known standard main-
tained at 100◦C.After converting the electrical signal to temperature the read-
ings are: 101.1, 99.8, 99.9, 100.2, 100.5, 99.6, 100.9, 99.7, 100.1, and 100.3.
Using whatever criteria seem appropriate, make some statements about the
calibration of the thermocouple.

3.48. Seven students are asked to make a measurement of the thickness of a steel
block with a micrometer. The actual thickness of the block is known very
accurately as 2.000 cm. The seven measurements are: 2.002, 2.001, 1.999,
1.997, 1.998, 2.003, and 2.003 cm. Comment on these measurements using
whatever criteria you think appropriate.

3.49. Acollection of 120 rock aggregate samples is taken and the volumes are mea-
sured for each. The mean volume is 6.8 cm3 and the standard deviation is
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0.7 cm3. How many rocks would you expect to have volumes ranging from
6.5 to 7.2 cm3?

[C] 3.50. Plot the equation y = 5e1.2x on semilog paper. Arbitrarily assign fictitious
data points on both sides of the line so that the line appears by eye as a
reasonable representation. Then, using these points, perform a least-squares
analysis to obtain the best fit to the points. What do you conclude from this
comparison?

[C] 3.51. The following data are presumed to follow the relation y = axb. Plot the
values of x and y on loglog graph paper and draw a straight line through the
points. Subsequently, obtain the values of a and b. Then, determine the values
of a and b by the method of least squares. Compute the standard deviation
for both cases. If a packaged computer routine for the least-squares analysis
is available, use it:

x y

4 105
5.3 155
11 320
21 580
30 1050
50 1900

3.52. The variables x and y are related by the quadratic equation

y = 2− 0.3x+ 0.01x2

for 0 < x < 2. Compute the percentage uncertainty in y for uncertainties in
x of±1, 2, and 3 percent. Use both an analytical technique and the numerical
technique discussed in Sec. 3.5.

3.53. For the relation given in Prob. 3.52, consider y as the primary variable with
uncertainties of ±1, 2, and 3 percent. On this basis, compute the resulting
uncertainties in x. Use both the analytical and numerical techniques.

3.54. Reynolds numbers for pipe flow may be expressed as

Re = 4ṁ/πd

μ

where

ṁ = mass flow, kg/s

d = pipe diameter, m

μ = viscosity, kg/m · s
In a certain system the flow rate is 12 lbm/min, ±0.5 percent, through a
0.5-in-diameter (±0.005-in) pipe. The viscosity is 4.64× 10−4 lbm/h · ft,
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±1 percent. Calculate the value of the Reynolds number and its uncertainty.
Use both the analytical and numerical techniques.

3.55. The specific heat of a gas at constant volume is measured by determining the
temperature rise resulting from a known electrical heat input to a fixed mass
and volume. Then,

P = El = mcv �T = mcv (T2 − T1)

where the mass is calculated from the ideal-gas law and the volume, that is,

m = p1V

RT1

Suppose the gas is air with R = 287 J/kg · K and cv = 0.714 kJ/kg · ◦C,
and the measurements are to be performed on a 1-liter volume (known accu-
rately) starting at p1 = 150 kPa and T1 = 30◦C. Determine suitable power
and temperature requirements, assign some uncertainties to the measured
variables, and estimate the uncertainty in the value of specific heat deter-
mined.

3.56. A model race car is placed on a tethered circular track having a diameter of
10 m ± 1 cm. The speed of the car is determined by measuring the time
required for traveling each lap.Ahandheld stopwatch is used for the measure-
ment, and the estimated uncertainty in both starting and stopping the watch is
±0.2 s. For a nominal speed of 100 mi/h, calculate the uncertainty in the speed
measurement when made over 1, 2, 3, and 4 laps.

[C] 3.57. In a cooling experiment the system is presumed to behave as a first-order
system following a relation like

y = Ce−at

The following data points are collected:

y t

0.9 0.1
0.8 0.5
0.4 0.9
0.3 1.2
0.2 1.7
0.1 2.3
0.01 4.6

Plot the data on an appropriate graph to obtain a straight line. Then perform
a least-squares analysis to obtain the best values of C and a. Calculate the
correlation coefficient for the least-squares fit.
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[C] 3.58. A certain experiment is presumed to behave according to the following
equation:

y = a+ cx2

for −1<y<+1 and −1<x<+1. The following data points are collected:

y x

0.01 −1.0
0.35 −0.8
0.65 −0.6
0.82 −0.4
−0.01 0

0.83 0.4
0.64 0.6
0.34 0.8
0.01 1.0

Plot the data on appropriate graph paper to obtain a straight line. Then, per-
form a least-squares analysis to obtain the best values of a and C. Calculate
the correlation coefficient for the least-squares fit.

[C] 3.59. Using the data of Prob. 3.58, perform a least-squares analysis for a general
quadratic fit of the data: that is,

y = a+ bx+ cx2

to obtain the values of a, b, and c. Compare with the results of Prob. 3.58.

3.60. Ten measurements are made of a certain resistance giving the following val-
ues in k�: 1.21, 1.24, 1.25, 1.21, 1.23, 1.22, 1.22, 1.21, 1.23, 1.24. Obtain the
value of the mean reading and calculate the tolerance limits for confidence
levels of 90 and 95 percent.

3.61. Nine students are asked to measure the length of a metal sample with a caliper.
The results of the measurements expressed in millimeters are: 85.9, 86.0, 86.2,
85.8, 85.9, 85.8, 86.0, 85.9, and 86.1. Calculate the mean measurement and
calculate the tolerance limits for 90 and 95 percent confidence levels.

3.62. Twelve pressure measurements are made of a certain source giving the follow-
ing results in kPa: 125, 128, 129, 122, 126, 125, 125, 130, 126, 127, 124, and
123. Obtain the mean value and set the limits for 90 and 95 percent confidence
levels.

3.63. Nine voltage measurements are made which give a mean value of 11 V with
an unbiased standard deviation of ±0.03 V. Determine the 5 and 1 percent
significance levels for these measurements.
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3.64. Aresistor is measured with a device which has a known precision of±0.1 k�
when a large number of measurements is taken. How many measurements
are necessary to ensure that the resistance is within ±0.05 k� with a 5 per-
cent level of significance? Make the calculation both with and without the
t-distribution. Repeat for a 5 percent level of significance of ±0.1 k�.

3.65. A power supply is stated to provide a constant voltage output of 50.0 V±0.2
V where the tolerance is stated to be “one sigma.” Calculate the probability
that the voltage will lie between 50.2 and 50.4 V.

3.66. As part of the quality control process, samples of parts are periodically taken
for measurement to see if they conform to specifications. In one sample the
diameter of a part is measured with the following results:

xm1 = 3.56 mm, σ1 = 0.06 mm, n1 = 20

A second sample is taken with the following results:

xm2 = 3.58 mm, σ2 = 0.03 mm, n2 = 23

Examine these data to determine if they yield the same results with a confi-
dence level of 90 percent. Repeat for a confidence level of 95 percent.

3.67. The length of a production part is sampled twice with the following results:

xm1 = 3.632 cm, σ1 = 0.06 cm, n1 = 17

xm2 = 3.611 cm, σ2 = 0.02 cm, n2 = 24

Determine if the two samples yield the same results with a confidence level
of 90 percent.

3.68. In a production process there is a trade-off between the cost of quality control
sampling and rejection of the production parts. For a certain dimension mea-
surement the determination can be made with a known precision of±0.1 mm
with a large number of measurements. Suppose the parts are to be measured
within ±0.05 mm with levels of significance of 5 and 10 percent. Determine
the relationship between the cost of measurement and the cost per part rejected
such that the total cost will be the same for both levels of significance.

3.69. Repeat Prob. 3.68 using 1 and 5 percent levels of significance.

3.70. The density of air is to be determined by measuring its pressure and temper-
ature for insertion in the ideal-gas equation of state; that is,

p = ρRT

The value of R for air is 287.1 J/kg-K and may be assumed exact for this
calculation. The temperature and pressure are measured as

T = 55± 0.4◦C
p = 125± 0.5 kPa

Determine the nominal value for the density in kg/m3 and its uncertainty.
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3.71. Alength measurement is made with a metal scale having graduations of 1 mm.
Thirteen measurements are made of the length of a part giving the results in
centimeters of 8.55, 8.65, 8.7, 8.5, 8.5, 8.6, 8.65, 8.6, 8.65, 8.7, 8.55, 8.6,
and 8.65. Examine these data by whatever means are appropriate and state
conclusions regarding the accuracy or uncertainty of the measurement.

3.72. The variable y is expressed in terms of the variable x through the following
relations:

y = 5x2

y = 5x3

y = 5x4

y = 5x2 + 3x+ 2

A measurement of x is performed which yields x = 3 ± 0.1. Calculate the
magnitude and percent uncertainties in y for each of the above relations.

3.73. The variable y is given by the quadratic relation

y = 3x2 − 2x+ 5

To what precision must x be determined if y is to have a precision of 1 percent
at a nominal value of y = 13?

[C] 3.74. Folklore has it that in the early days of production of automobiles the num-
ber of orders was determined by measuring the height of the stack of paper!
Suppose the following data are obtained:

Height of Stack, Number of Sheets
mm in Stack

9.5 105
11.3 122
13.5 142
17.4 190
19.9 218

Perform a least-squares analysis to obtain the best linear relation between
the height of the stack and the number of sheets in the stack. Determine the
correlation coefficient for this relation.

[C] 3.75. The following data are expected to follow a second-degree polynomial
(quadratic) relationship for y as a function of x. Plot the data in such a man-
ner that the graphical display will be a straight line if a quadratic relation
exists. Using available computer software, obtain a least-squares fit for this
plot and the resulting y = f(x) along with a value for r2. Also plot the
data on linear coordinates with y vs. x and obtain a least-squares fit for a
quadratic relation for the data. Do the two relations agree? If not, why? For
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comparison purposes, also obtain a linear least-squares fit to the data, that is,
y = a+ bx.

x y

0 1.9
1 3.6
2 5.5
3 9.8
4 14.5
5 19
6 25
7 35
8 40
9 53

10 60

[C] 3.76. The data for a certain experimental test are tabulated below. Examine the data
with multiple graphs using available computer software to arrive at a suit-
able correlation for the data y= f(x). Examine several functional forms and
perform least-squares analyses to arrive at the final conclusion.

x y

20000 60
25000 79
35000 90
45000 135
47000 110
50000 130
62000 160
65000 150
70000 180
75000 190
80000 191
90000 200

100000 210
105000 250
110000 240
120000 280
135000 300
140000 290
145000 330
150000 340

[C] 3.77. The tabulated values of x and y are expected to follow a functional form of

y = x

c0 + c1x
+ c2

Plot the following data in an appropriate way to obtain a straight line and
determine the values of the constants c0, c1, and c2. Ans. y = x/(1+ 2x)+ 3.
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x y

0 3
1 3.25
2 3.4
3 3.4286
4 3.4444
5 3.5455
6 3.4615

[C] 3.78. The following data are expected to follow some type of exponential relation.
Plot the data in an appropriate way to determine if an exponential relation
exists. Determine a least-squares fit to the exponential relation, as needed.
Also obtain least-squares fits for a linear and quadratic relation to fit the data.
What conclusions can be drawn? Ans. y = 1− e−0.1x.

x y

0 0
1 0.09516
2 0.1813
3 0.2592
4 0.3297
5 0.3935
6 0.4512
7 0.5034

10 0.6321
15 0.7769
20 0.8647

[C] 3.79. The tabulated data are expected to follow a functional form of y=
f [exp (c0x + c1x

2)]. Plot the data in an appropriate manner to display as
a straight line. Obtain a least-squares fit to the line and use this fit to obtain
values of the constants c0 and c1. Ans. y = 2 exp (0.1x+ x2).

x y

0 2
0.1 2.0404
0.2 2.1237
0.3 2.255
0.4 2.4428
0.5 2.6997
0.6 3.0439
0.7 3.5103
1 6.0083
2 133.372
3 21876.04
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[C] 3.80. A turbine flowmeter has an output reading of flow in terms of the rotational
speed of an internal turbine. The calibration data for a certain meter are given
below:

Flow Coefficient Frequency Parameter

1070 33
1087 64
1088 71
1090 95
1092 185
1093 280
1093 350
1094 450
1095 550
1096 650

Plot the flow coefficient vs. log (frequency parameter) and determine the range
where the flow coefficient is constant within±1/2 percent. Then, using avail-
able computer software, obtain a polynomial relationship between the two
parameters that may be used for data analysis of the output of the flowmeter.

[C] 3.81. A certain meter behaves according to the following table.

x(Input) y(Output)

40000 0.957
50000 0.962
60000 0.966
80000 0.973

100000 0.977
150000 0.982
200000 0.984
300000 0.984
1E+06 0.984

Using available computer software, plot y vs. log x and obtain an appropriate
relationship between y and x.

[C] 3.82. The following calibration data are available for a certain temperaturemeasure-
ment device. Using available computer software, plot y versus x and obtain
second-, third-, and fourth-order polynomial fits to the data.

hol29303_ch03_060-165.pdf   99hol29303_ch03_060-165.pdf   99 8/12/2011   3:22:57 PM8/12/2011   3:22:57 PM



3.22 Problems 159

x(Input) y(Output)

−150 −4.648
−100 −3.379
−50 −1.819
−25 −0.94

0 0
25 0.993
50 2.036
75 3.132

100 4.279
150 6.704
200 9.288
300 14.862
400 20.872

3.83. A certain result function has the form of

R = (ax3 + bx1)x
0.75
2 x0.25

4

Using suitable variable substitutions and manipulations of Eqs. (3.2a) and
(3.2b) obtain a relationship for the uncertainty wR without resorting to partial
derivatives.

3.84. Repeat Prob. 3.83 using direct application of Eq. (3.2) and the partial deriva-
tives.

[C] 3.85. Two resistance-capacitance filters are illustrated in the first two entries of
Table 4.2. Using available computer software, plot the ratio Eo/Ei for each
filter as a function of the variable ωT using (a) linear coordinates, (b) semilog
coordinates, and (c) loglog coordinates. Extend the plots far enough to
approach the asymptotic values. Also plot the variable φ as a function of
ωT for each of these two filters.

[C] 3.86. A certain instrument has the dynamic input-output response shown below

x(Input) y(Output)

0 0
1 0.2642
2 0.594
3 0.8009
4 0.9084
5 0.9596
6 0.9826

10 0.9995

Plot y and x on appropriate coordinates and determine a functional relationship
between the two variables. Ans. y = 1− (1+ x)e−x.

hol29303_ch03_060-165.pdf   100hol29303_ch03_060-165.pdf   100 8/12/2011   3:22:57 PM8/12/2011   3:22:57 PM



160 C H A P T E R 3 • Analysis of Experimental Data

[C] 3.87. The following input-output behavior is observed for an electronic circuit.

x(Input) y(Output)

0 2
0.1 2.7629
0.2 3.793
0.3 5.3825
0.5 11.5092
0.8 41.8105
1 109.1963
2 44052.9
3 1.31E+08

Plot y and x on appropriate coordinates and determine a functional relationship
between the two variables. Ans. y = 2× exp(3x+ x2).

3.88. In a certain dynamic measurement application the input(x)− output(y) rela-
tionship is given by

y = 1+ (1+ x)e−x

With what precision must x be determined to yield a precision of ±1 percent
for y at a value of x = 5?

[C] 3.89. The following test scores are recorded for a class:

22, 35, 99, 87, 77, 78, 89, 100, 68, 84, 86, 75, 69, 44, 56, 99, 95, 34, 73,

51, 100, 96, 21, 79, 87, 89, 69, 81, 100, 55, 89, 73, 75, 76, 59, 92

Determine the class average score and calculate the standard deviation. Fol-
lowing the method illustrated in Example 3.14, plot a histogram and cumula-
tive frequency distribution versus score using 10-point increments in grades.
Also plot a cumulative frequency distribution vs. score for a normal distri-
bution having the same mean and standard deviation as the test scores. What
do you conclude? Reconstruct the histograms using increments in standard
deviation of your own selection. Make at least two selections.

[C] 3.90. Numerical values of y as a function of the three variables x1, x2, and x3 are
shown in the accompanying table. Assuming a correlation of the form of the
linear relation in Eq. (3.43), use available computer software to determine the
values of the appropriate constants.

X1 X2 X3 y

1 3.2 3 9.5
2 4.5 4 15.6
3 4 5.6 21
4 5.7 6 31
5 6 7 32
6 7 8 41
7 8 9 45
8 9 10 53
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[C] 3.91. The cooling performance of a certain air-conditioning unit, Q, is related to
the outdoor temperature T0 and the indoor temperature Ti through the values
in the accompanying table:

Q(kBtu/h) Ti(◦F) T0(◦F)
54.3 72 85
51.8 72 95
49.4 72 105
46.6 72 115
50.4 67 85
48 67 95
45.5 67 105
42.9 67 115
46.5 62 85
44.4 62 95
42.2 62 105
40 62 115
45.7 57 85
43.9 57 95
42 57 105
40 47 115

Using appropriate computer software determine a linear relation in the form
of Eq. (3.43) to fit these data, and calculate the resulting values of Stotal and
Sregression.

[C] 3.92. The experimental result y is a function of three parameters through the relation

y = x1x2/x3

These variables have uncertainties of

Wx1 = ±1.0

Wx2 = ±0.5

Wx3 = 0.2

The variables are measured over the ranges:

5 < x1 < 100

5 < x2 < 100

15 < x3 < 100

Calculate the percentage uncertainty in y at the upper and lower limits of the
measurement ranges.

3.93. An experimental result has the functional form of

y = x1 + (x2x3)
1/2

in terms of three measured variables, all of which have uncertainties of ±1.0
over a Measurement range of 10 to 100 in each of the variables. Calculate the
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percentage uncertainty in y for the upper and lower limits of the measured
variables.

[C] 3.94. Using the perturbation technique of Sec. 3.5, evaluate the derivatives ∂R/∂xn

for each of the variables in Prob. 3.93.

[C] 3.95. Using appropriate computer software obtain a curve-fit formula for the dis-
charge coefficient for a 1 × 1

2 in venturi as a function of throat Reynolds
number Red . Obtain data points from the curve in Fig. 7.10.

3.96. Using the perturbation technique of Sec. 3.5, obtain values for the derivatives
∂R/∂xn for each of the variables in Prob 3.92.

3.97. Using the perturbation method of Sec. 3.5, rework Example 3.4.

3.98. The polynomial relation of Eq. (8.12) [seeChap. 8] is used to fit the experimen-
tal data of Table 8.3a. Note that only a fifth-order polynomial is employed for
Iron-Constantan thermocouples, while a ninth-order polynomial is employed
for others. Using appropriate computer software attempt to fit a ninth-order
polynomial to the Iron-Constantan data of Table 8.3a. Discuss the result.

3.99. Consider the radiation temperature error which results from nonblackbody
conditions indicated in Fig. 8.27 [see Chap. 8]. What error would result from
assuming a linear variation of the error for 0.4 < ε < 1.0? Use a least-squares
analysis to obtain the linear relation.

3.100. Suppose the electric discharge behavior of Fig. 2.3c is wrongfully modeled
with a linear relation determined by a least-squares fit to the experimental
decay curve. Using the definition of time constant as the time required to
achieve a response of 63.2 percent, what error will result in determining the
time constant from the assumed linear relation?

3.101. The clustering of experimental data can suggest various analytic expressions
that may fit through the data. Occasionally, the data suggest a combination of
curves to be used for the representation. Consider a set of data that appears
to follow a straight-line relation from x = 0 up to a value of x = x1. The
slope of the line in this range appears to be m, and the y-intercept is b. Above
x = x1, the data appear to follow a second-order polynomial (parabola) shape
up to a position where x = x2 and y = y2. Considering m, b, x1, x2, and y2 as
given values, determine the equation of the second-order polynomial. (Hint:
The slope of the straight line and parabola are equal at x = x1.)

3.102. Using the results of Prob. 3.101 plot the resultant straight-line polynomial
combinations for b = 0.25, x1 = 0.5, x2 = 1.0, y2 = 1.0, and slope m taking
on the values 0.2, 0.5, and 1.0.

3.103. Suppose the straight-line polynomial combinations of Prob. 3.102 and the
lines y = y2, x = 0, and x = 1.0 form the boundaries of a set of data.
Determine the area enclosed by these boundaries.

3.104. Suppose that an uncertainty analysis is made of the experimental data pre-
sented in Prob. 3.30, and it is found that the variable R has a much smaller
uncertainty than the corresponding value for N. The method of least squares
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employed for the solution of Prob. 3.30 correctly assumes N = f(R). Sup-
pose further that an error is discovered in the uncertainty analysis such that the
uncertainty in determination of R is much larger than that for N, thereby sug-
gesting that the least-squares analysis should be conducted with an assumed
correlation relation of

R = (N/a)1/b = (1/a)1/bN1/b

Perform such a least-squares analysis and compare the values of a and b with
those determined in Prob. 3.30. How much deviation is there between the two
correlations at the upper and lower limits of the data, that is, at R = 12 and
3000?

3.105. The data of Prob. 3.28 have an uncertainty in x much smaller than that in y.
Obtain a correlation that assumes the uncertainty in y is much smaller than
that in x and compare the values of the two correlations at the limits of the
data, that is, at x = 1.21 and 8.1.

3.106. Obtain a least-squares correlation for the data in Prob. 3.27 in a linear form of

x = (1/a)y − b/a

and compare with the result in Prob. 3.27.

3.107. Repeat Prob. 3.76 but express the correlation in the form x = f(y).
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c h a p t e r

4
Basic Electrical Measurements

and Sensing Devices

4.1 Introduction

Many measuring devices depend on some basic electrical principle for their oper-
ation, and nearly all data-gathering, transmission, and analysis systems depend on
electronic devices. For example, the remote measurement and recording of tempera-
ture is ordinarily accomplished in the following way. A transducer is installed at the
location of interest, and this device converts the temperature at any given time to
an equivalent electric voltage. This voltage is then transmitted to a receiving station
where it is displayed in an appropriate fashion. Electrical devices are involved at
every stage of this process.

As a consequence of the pervasive nature of electronics in modern engineering,
it is desirable to discuss some electrical devices currently employed and to emphasize
their uses in the measurement process. We shall first consider the measurement of
the basic electrical quantities of current and voltage. Next, we shall examine some
simple circuits that may be used for modification and measurement of input signals.
Here we shall be concerned specifically with signal amplification and the techniques
used to minimize the effects of unwanted noise. Finally, the physical principles and
operating characteristics of important electrical transducers will be studied and their
applications surveyed.

4.2 Forces of Electromagnetic Origin

The operation of all electrical devices depends on two facts: charge exists and charged
entities interact. In terms of basic physics, there are two kinds of charge, positive
and negative; like charges repel and unlike charges attract. Such a crude statement
suffices to explain simple experiments but is inadequate to allow an understanding
of the operation of sophisticated devices. To provide such understanding, we must
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4.2 Forces of Electromagnetic Origin 167

carefully model the interaction of charges. Once this is done, we shall be able to
understand basic electrical phenomena.

Consider a point charge of q coulombs (C). If such a charge were alone in the
universe, it would move in a straight line determined by its initial velocity. However,
if this charge is moving in a space in which other charges exist, it will “feel” the
presence of these other charges. In particular, we define an electric field intensity E
which exists as a result of the presence of charges other than the point charge q under
consideration. Also, we can define a magnetic flux densityBwhich exists in the space
as a result of the motion of these other charges.

Acareful specification of the interaction between the point charge of q C and other
charges is expressed by Lorentz’ law. If the point charge is moving with a velocity v,
the resultant force on the charge is given by the equation

F = q(E+ v × B) newtons [4.1]

where E is in volts per meter, v is in meters per second, and B is in webers per square
meter [20].

In order to apply this equation to a useful case, consider a current-carrying con-
ductor placed in a magnetic field as shown in Fig. 4.1. No electric field is present in
this case. The electric current i in the conductor is defined as the ratio of the charge
dq passing a cross section of the conductor to the transit time dt.

i = dq

dt
[4.2]

We write

i ds = dq

dt
ds = v dq [4.3]

where ds is an element of length along the conductor covered by the moving charge
in a time dt. The force exerted on the charge dq is given by Eq. (4.1) as

dF = dq (v × B) = i(ds× B) [4.4]

Remember that the electric field E is 0. This last equation gives the incremental
force dF exerted on a length ds of the conductor because of the interaction between
the charge moving through the conductor and the magnetic flux density in which the

F

B

i
F � BiL

Length of conductor
in magnetic field � L

Figure 4.1 Current-carrying conductor in a magnetic field.
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conductor is immersed. Carefully observe that this force is perpendicular to the plane
defined by the conductor axis and the magnetic fieldB. To find the total force F acting
on a length L of the conductor, we integrate:

F =
∫ L

0
i(ds× B) [4.5]

In order to simplify our results, we consider only the situation in which the
conductor axis is perpendicular to B. Then,

ds× B = dsB sin 90◦ = dsB

and the total force F̄ is given by the expression

F = BiL [4.6]

To integrate Eq. (4.5) and obtain Eq. (4.6), we assumed that the magnetic field
B is constant along the length L of the conductor.

Equation (4.6) is very important because it provides a bridge between a basic
electrical quantity i and a mechanical property F . In fact, this equation reduces
the problem of measuring a current to the more familiar problem of measuring a
force. Consider the apparatus shown in Fig. 4.2. With no current flowing through
the conductor, the spring will be at its unstretched length. As current flows through
the conductor, the spring will stretch and develop the force required to balance the
electromagnetic force. The total distance x moved by the spring is found by equating
the two forces.

Kx = BiL

where K is the spring constant. This equation can be solved for x,

x = BL

K
i

and rearranged in the following way:

i =
(

K

BL

)
x [4.7]

i

B

Fs � Kx

F � BiL

i

Figure 4.2 The primitive ammeter.
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As long as the quantities B, L, and K are known, this last equation offers a
direct method of determining the current i flowing in a conductor. We need only
measure the total deflection x and then calculate the current. As will be shown, actual
current meters are somewhat more complex geometrically, but they do use this basic
principle; the current i generates a BiL force which is balanced by a restraining force
caused by the stretching or compressing of a spring. The distance the spring moves
from equilibrium is a direct measure of the current i.

We shall return to consideration of electrical measuring devices in Secs. 4.4 and
4.5. Before this, a few pages will be devoted to discussing the nature of electrical
signals and the various quantities which are commonly used to characterize such
signals. This discussion will allow a better appreciation of measuring instruments.

Consider the primitive current-measuring device shown in Fig. 4.2. If a time-
varying current i is applied to the conductor, the position x of the conductor will
also change with time. As long as the current changes slowly (so that the mechanical
system is in equilibrium at each instant of time) Eq. (4.7) remains valid, and a plot of
the current-time function could be obtained by recording the position at different times
(by means of a motion picture camera, for example) and applying Eq. (4.7). Figure 4.3
is a possible result of this process. Such a plot is an analog representation of the current
i as a function of time t. In this context the phrase “analog representation” means that
the current is treated as a continuous variable. That is, we assume that we can measure
and plot the magnitude of the current with an arbitrarily high degree of precision. In
terms of the primitive meter this implies that quite sophisticated techniques must be
used to measure the spring-stretching distance x.A laser interferometer could be used,
for example. The key idea is that the current i can be treated as a continuous variable.
It can take any numerical value. This is the crux of the phrase “analog representation.”

0.50

1
0

2 3 t, s

�0.50

1.00

1.50

i, C/s

Figure 4.3 Analog waveform.
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0.50

1
0

2 3 t, s

�0.50

1.00

1.50

i, C/s

Figure 4.4 Digital waveform.

Such a representation is the most natural approach to physical quantities. We tend
to think of them as continuous in their magnitudes. On the other hand, there are many
situations, as we shall see, in which it is helpful to consider digital representations
of physical quantities. A digital representation allows only discrete values. Figure 4.4
shows a digital representation of the analog waveform sketched in Fig. 4.3. In this
example the current is considered in discrete “chunks” of 0.5 C/s.

Several features of digital representation are important. First, as the discrete
“chunks” are made smaller the fit between the digital representation and the analog
representation becomes closer. In some situations the digital representation is a more
accurate rendering of the physical reality. For example, if we were forced to measure
the deflection of the spring in the primitive instrument of Fig. 4.2 with a meter stick,
we could only measure position to, perhaps, the nearest millimeter, and the current i
could be found only in discrete pieces.

The concept of a digital representation may appear unfamiliar, but there are many
instances where the representation and processing of physical signals in digital form
is of significant value. A major portion of modern instruments process the signals in
digital form [17, 21]. Now, we shall briefly examine commonly used measures of
time-varying quantities.

4.3 Waveform Measures

If a scalar physical quantity of interest is constant with respect to time, the specification
of this quantity involves only one number. For example, Fig. 4.5 shows a constant
current of 7 C/s; to specify this current, one needs only to state that a current of 7 A
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i, A
7

t, s

Figure 4.5 A 7-A direct current.

0

7

�7

t, s

i, A

0.0167 0.0333

Figure 4.6 A sinusoidal current.

is flowing through the conductor.1 There is no need in such a situation to display a
plot of current versus time. Engineers describe such a physical situation by simply
stating that a 7-A direct current is flowing. The symbol dc is shorthand for the two
words direct current.

In the case of time-varying physical quantities the situation is more complex.
Consider the current shown in Fig. 4.6 and given by the following equation:

i(t) = 7 sin(377t) A

Is it possible to describe such a waveform meaningfully by a single number? The
answer to this question is yes, but in order to appreciate the correct single number,
let us examine some incorrect choices. The first possible method is to characterize a
time-varying periodic waveform by its average.

iav = 1

T

∫ T

0
i(t) dt

where T is the period of the wave. For the sample wave under consideration the av-
erage current which flows is zero, and this certainly does not constitute a meaningful

1One ampere equals one coulomb per second.
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measure of current i(t). Another measure is the peak-to-peak current; i.e., the dif-
ference between the maximum and minimum values of the current attained by the
waveform:

ip-p = 7− (−7) = 14 A

This is a meaningful measure, but many other waveforms also display the same
peak-to-peak current. An example is given in Fig. 4.7. Clearly, the current shown in
Fig. 4.7 will be significantly different in its physical effects from the current shown
in Fig. 4.6.

Suppose that the current i(t) of interest is flowing through a resistor. The power
dissipated in the resistor at each instant of time is given by the equation

p(t) = Ri2(t)

and the average power dissipated in the resistor is given by the expression

Pav = 1

T

∫ T

0
p(t) dt = R

{
1

T

∫ T

0
i2(t) dt

}
[4.8]

Note that we can write

Pav = RI2
eff

as long as we define I2
eff by the equation

I2
eff =

1

T

∫ T

0
i2(t) dt

The right-hand side of the last equation defines the root-mean-square (rms) value
of the periodic waveform i(t). We write

Irms =
{

1

T

∫ T

0
i2(t) dt

}1/2

[4.9]

and this single number is a meaningful representation of the time-varying current i(t)
in that the average power dissipated in a resistor when this current flows is given by

�7

7

i, A

t, s

Figure 4.7 Another 14-A peak-to-peak current.
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the expression

Pav = RI2
rms

The rms (root-mean-square) value associated with a periodic time-varying waveform
is a single number which meaningfully characterizes such a function [18]. It will be
very useful in the following sections.

4.4 Basic Analog Meters

Equation (4.6) provided the basic foundation upon which we constructed the primitive
current-measuring meter in Fig. 4.2. In order to extend this concept to a more realistic
model of actual meters, we construct a coil, as shown in Fig. 4.8, place it in a magnetic
field, and measure the force exerted on the coil as a result of the electric current flowing
in the coil. If the coil has N turns and the length of each turn in the magnetic field is
L, the force on the coil is

F = NBiL [4.10]

The force is measured by observing the deflection of a spring. The above principles
form the basis of the construction of the mirror galvanometer shown in Fig. 4.9.Aper-
manent magnet is used to produce the magnetic field, while the telescope arrangement
and expanded scale improve the readability of the instrument. The meter shown in
Fig. 4.9 is designated as the D’Arsonval moving-coil type. The metal ribbon furnishes
the torsional-spring restraining force in this case, while a filamentary suspension
would be used for a more sensitive instrument.

Instead of the mirror and light-beam arrangement shown in Fig. 4.9, the
D’Arsonval movement could be used as a pointer-type instrument, as shown in
Fig. 4.10; however, such an instrument has a lower sensitivity than the mirror galvono-
meter because of the additional mass of the pointer and decreased readability resulting
from the relatively shorter scale length.

F � NBiL

F

B
F

i

Figure 4.8 Current-carrying coil in a magnetic field.
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Figure 4.9 A typical galvanometer. (a) Optical system; (b) D’Arsonval movement.
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Rotatable coil

Scale

S

N

Figure 4.10 D’Arsonval movement used as a pointer-type instrument.

It is clear that D’Arsonval movement, in one form or another, may be used for the
measurement of direct current. When this movement is connected to an alternating
current, the meter will either vibrate or, if the frequency is sufficiently high, indicate
zero. In either event, the D’Arsonval movement is not directly applicable to the
measurement of alternating current.

Two common types of movements used for ac measurement are the iron-vane,
or moving-iron, and electrodynamometer arrangements. In the iron-vane instrument,
as shown in Fig. 4.11, the current is applied to a fixed coil. The iron vane is movable
and connected to a restraining spring as shown. The displacement of the vane is
then proportional to the inductive force exerted by the coil. The meter is subject to
eddy-current losses in the iron vane and various hysteresis effects which limit its
accuracy.
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Figure 4.11 Principle of operation of the iron-vane or moving-iron instrument.

The features of the electrodynamometer movement are shown in Fig. 4.12. This
movement is similar to the D’Arsonval movement, except that the permanent magnet
is replaced by an electromagnet, which may be actuated by an alternating current. Con-
sequently, the field in the electromagnet may be made to operate in synchronization
with an alternating current in the moving coil. In order to use the electrodynamo-
meter movement for ac measurements, it is necessary to connect the electromagnet
and moving coil in series as shown in Fig. 4.13.

Both the iron-vane and the electrodynamometer movements are normally used
for low-frequency applications with frequencies from 25 to 125 Hz. Special designs of
the electrodynamometer movement may be used to extend its range to about 2000 Hz.

Both the iron-vane and the electrodynamometer instruments indicate the rms
value to the alternating current, and the meter deflection varies with I2

rms. The scale
of the instrument is not necessarily based on a square law because the proportionality
constant between the rms current and the meter deflection changes somewhat with
the current.

An important feature of the electrodynamometer instrument is that it may be
calibrated with direct current and that the calibration will hold for ac applications
within the frequency range of the instrument. The iron-vane instrument is not as
versatile because of the residual magnetism in the iron when direct current is used.

A rectifier arrangement may also be used for ac measurements. In this device an
ac waveform is modified by some type of rectifier such that current is obtained with
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Figure 4.12 Basic features of electrodynamometer movement.

C CP

i � ic � ip

Figure 4.13 Electrodynamometer movement used as an ammeter.

a steady dc component. A dc instrument may be used to indicate the value of the ac
current applied to the rectifier.

For measurements of high-frequency alternating currents, a thermocouple meter
may be used. This type of meter is indicated in Fig. 4.14. The alternating current is
passed through a heater element, and the temperature of the element is indicated by
a thermocouple connected to an appropriator dc instrument.

The thermocouple indicates the rms value of the current because the average
power dissipated in the heater is equal to I2

rmsR. The instrument reading is independent
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Figure 4.14 Schematic of a thermocouple meter.
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Series
resistance

Internal meter
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Figure 4.15 Direct current meter used as a voltmeter.

of waveform because of this relationship between the thermal emf generated in the
thermocouple and the power dissipated in the heater. The thermal emf generated
in the thermocouple varies approximately with the square of current, although slight
deviations from the square law may be obtained because of change in heater resistance
with temperature and other side effects. Alternating currents with frequencies up to
100 MHz may be measured with thermocouple meters. One may also measure high-
frequency current by first rectifying the signal to direct current and then measuring
the direct current.

A dc voltmeter may be constructed very easily by modifying the basic dc sensing
device as shown in Fig. 4.15. In this arrangement a large resistor is placed in series with
the movement; thus, when the instrument is connected to a voltage source, the current
in the instrument is an indication of the voltage. The range of the voltmeter may be
altered by changing the internal series resistor. The voltmeter is usually rated in terms
of the input voltage for full-scale deflection or in terms of the ratio of internal resistance
to the voltage for full-scale deflection. A series-resistor arrangement may also be used
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Figure 4.16 Electrostatic-voltmeter movement.

with the iron-vane and electrodynamometer instruments for measurements of rms
values of ac voltages. For low frequencies up to about 125 Hz the electrodynamometer
meter may be calibrated with dc voltage and calibration used for ac measurements.

Electrostatic forces may also be used to indicate electric potential difference. For
this purpose two plates are arranged as shown in Fig. 4.16. One plate is fixed, and
the other is mounted in jeweled bearings so that it may move freely. A spiral spring
provides a restraining force on the two plates. If two complete disks were used instead
of the sectoral plate arrangement, the net torque would be zero; however, with the
arrangement shown, the fringe effects of the electric field produce a net force in the
indicated direction which is proportional to the square of the rms voltage. As the mov-
able plate changes position, the capacitance changes, and hence the proportionality
between the stored energy and the voltage varies with the impressed voltage.

The electrostatic voltmeter may be used for either ac or dc voltage measure-
ments, but potentials above 100 V are required in order to produce a sufficiently
strong torque in the system. The meter may be calibrated with direct current and then
used for measurement of rms values of ac voltages, regardless of the waveform. Elec-
trostatic voltmeters are generally applicable up to frequencies of 50 MHz. It may be
noted that the electrostatic voltmeter has an extremely high-input impedance for dc
applications but a much lower ac impedance as a result of the capacitance reactance.
The capacitance may be about 20 pF for a 5000-V meter.

In the preceding paragraphs we have discussed some of the more important analog
devices that are used for the measurement of electric current and voltage. Next, we
examine digital devices.
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4.5 Basic Digital Meters

We have already discussed analog and digital representations of time-varying signals.
Analog meters are reasonably simple in that they depend on balancing a spring force
with a force generated by the interaction between a current and a magnetic field.
However, the use of such analog meters necessarily is limited by the accuracy with
which the position of the indicator with respect to the scale can be read. Parallax is
also a problem, and many times two individuals can read the same meter and arrive
at different values of the quantity being measured.

With a digital meter, the value of the measured quantity is shown directly as
a series of digits. This means that parallax is no longer a problem and different
individuals will read the same values. In addition, the inherent accuracy of digital
meters is much greater than that of analog meters. For these reasons, we shall briefly
discuss the digital voltmeter and related instruments.

The heart of digital meters is an oscillator or “clock” which is often a quartz crys-
tal. When such a crystal is connected to proper electrical components, it establishes
an output voltage which is almost sinusoidal with a fixed frequency. This frequency
is controlled by the dimensions of the quartz crystal. A familiar example of an ap-
plication of such devices is the digital watch. All digital meters have such a device,
although not all have a quartz oscillator. In some, the timing function is carried out
by means of integrated circuits. The clock output is usually “shaped” electronically
into a series of pulses, one pulse for each cycle of clock oscillation.

The cornerstone of digital instrumentation is the digital voltmeter. Typical op-
eration is characterized by the following: (1) the capability to generate an internal
reference voltage and decrease it linearly from 10 V to 0 V at a rate of 0.1 V/s, (2) the
ability to compare the reference voltage to the voltage being measured and to generate
a signal when the two are equal, and (3) the ability to generate another signal when
the reference voltage has reached 0 V.

For simplicity, assume that the clock generates one pulse each second. Let us
see how voltage can be determined using this set of capabilities. All we need to
do is start counting the clock pulses when the reference voltage equals the voltage
being measured and stop the counting when the reference voltage reaches zero. If,
for example, a total count of 23 is obtained in a given measurement, this means that
23 s elapsed between the “start count” and the “stop count” times. Since the reference
voltage was decreasing at 0.1 V/s, the measured voltage is 2.3 V. Figure 4.17 illustrates
these concepts.

A digital voltmeter can be converted into an ammeter by including a precision
resistor within the instrument and measuring the voltage drop across this resistor
caused by an unknown current. In a similar fashion, unknown resistances can be
measured by incorporating an accurate current passing through the unknown resistor.
In both of these cases the instrument design is such that the digital readout is the
desired current or resistance value.

The simple example given above to illustrate digital meter operation serves its
purpose but is somewhat misleading in that we have specified a very slow clock. In
fact, the clocks used in available instrumentation emit pulses at much higher rates
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Figure 4.17 Digital voltage measurement.

than those specified above. The digital meter is, of course, naturally wedded to digital
display. Since pulses are available in the system, these are used to drive the display
circuits directly. In this way a set of light-emitting diodes, for example, can be used
with little additional circuit complexity.

It is worth mentioning one significant additional difference between analog and
digital instruments. The analog meters basically respond to, and measure, currents.
The amount of torque produced on a meter movement is directly related to the amount
of current flowing through the meter. The situation is complementary in the case of
digital instruments. These devices respond to and measure voltages directly. This is a
result of the physical behavior of the integrated circuits of which digital instruments
are composed.

4.6 Basic Input Circuits

A block diagram of the general method of gathering, processing, and displaying
physical information is shown in Fig. 4.18. The first block represents the transducer,
which serves to convert the value of the physical property of interest into an electrical
signal in some “faithful” fashion. A later section of this chapter concerns itself with
such transducers, and we shall mention a few examples here. A microphone converts
pressure into an equivalent electric voltage. A thermocouple converts temperature
into an equivalent electric voltage. A solar cell converts incident light into an equiv-
alent electric current, and so forth.

The electrical output of a transducer must be connected to some additional cir-
cuitry if we are to use it for anything. Care must be taken to ensure that this input
circuit does not change the value of the transducer output.

The third block in Fig. 4.18 is labeled “a signal conditioning”; this refers to various
techniques which are available to reduce the effects of noise. This term is used in a
general sense to mean any electrical signals which may be present in addition to the
output of the transducer. The next block is the transmission segment, which simply
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Figure 4.18 Block diagram of measurement and display.
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Figure 4.19 Current-sensitive input circuit.

indicates that we may in some instances need to make a measurement at one physical
location and transmit the signal to another place for further processing, display, and/or
storage.

The next-to-last step points out the need to process the signal after transmission.
We shall not go into detail here, but, for example, if you were to listen to the output
of an AM radio transmitter, you would hear nothing. That is because the frequency of
such transmissions is much higher than the response capabilities of the human ear. A
radio receiver provides the processing necessary to convert the signal to an audible
frequency.

The display block in Fig. 4.18 indicates the need ultimately to display the elec-
trical signals in some comprehensible form. Examples include cathode-ray screens,
floppy disks, magnetic tape, lines of printer output, and xy plotters. In this section,
we shall discuss a few representative types of input circuits.

Consider a gas sensor, the resistance of which changes as a function of the gas
concentration surrounding the sensor. A simple type of input circuit uses the current
flow through the sensor’s resistance as an indication of the value of the resistance. Let
the sensor be in series with a battery and represent the battery as a series combination
of an ideal voltage source Ei and an internal resistance Ri, as shown in Fig. 4.19. A
change in the gas concentration results in a change in the resistance, as indicated by
the movable contact. The current is given by

i = E

R+ Ri

[4.11]

The maximum resistance of the transducer is Rm, and the current may be written in
dimensionless form as

i

Ei/Ri

= 1

(R/Rm)(Rm/Ri)+ 1
[4.12]
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Figure 4.20 Voltage-sensitive input circuit. Change in resistance R is indicated through
change in voltage indication.

It would be desirable to have the current output vary linearly with the resistance of
the transducer. Unfortunately, this is not the case, as the last equation shows, although
the output may be approximately linear for some ranges of operation.

The circuit shown above may be modified by using a voltmeter, as shown in
Fig. 4.20. Let us assume that the internal impedance of the voltmeter is very large
compared with the resistance in the circuit, so that we may neglect the current drawn
by the meter. That is, the meter looks like an open circuit. The current flow is still
given by

i = Ei

R+ Ri

[4.13]

Let E be the voltage across the transducer, as indicated in Fig. 4.20. Then

E

Ei

= iR

i(R+ Ri)
= (R/Rm)(Rm/Ri)

1+ (R/Rm)(Rm/Ri)
[4.14]

Now we have obtained a voltage indication as a measure of the resistance R, but a
nonlinear output is still obtained. The advantage of the circuit in Fig. 4.20 over the
one in Fig. 4.19 is that a voltage measurement is frequently easier to perform than
a current measurement, as we have noted for digital meters. The voltage-sensitive
circuit is called a ballast circuit.

We can define the sensitivity of the ballast circuit as the rate of change of the
transducer voltage with respect to the transducer resistance R. Thus,

S = dE

dR
= EiRi

(Ri + R)2
[4.15]

We would like to design the circuit so that the sensitivity S is a maximum. The circuit-
design variable which is at our disposal is the fixed resistance Ri so that we wish to
maximize the sensitivity with respect to this variable. The maximizing condition

dS

dRi

= 0 = Ei(R− Ri)

(Ri + R)3
[4.16]

is applied. Thus, for maximum sensitivity we should take Ri = R. But since R is a
variable, we may select the value of Ri only for the range of R where the sensitivity
is to be a maximum.

In both of the above circuits a current measurement has been used as an indicator
of the value of the variable resistance of the transducer. In some instances it is more
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Figure 4.21 Simple voltage-divider circuit.

convenient to use a voltage-divider circuit as sketched in Fig. 4.21. In this arrange-
ment a fixed voltage E0 is impressed across the total transducer resistance Rm, while
the variable contact is connected to a voltmeter with internal resistance Ri. If the
impedance of the meter is sufficiently high, the indicated voltage E will be directly
proportional to the variable resistance R; that is,

E

E0
= R

Rm

for Ri � R [4.17]

With a finite meter resistance, a current is drawn which affects the voltage measure-
ment. Considering the internal resistance of the meter, the current drawn from the
voltage source is

i = E0

Rm − R+ RiR/(R+ Ri)
[4.18]

The indicated voltage is therefore

E = E0 − i(Rm − R)

or
E

E0
= R/Rm

(R/Rm)(1− R/Rm)(Rm/Ri)+ 1
[4.19]

As a result of the loading action of the meter, the voltage does not vary in a linear
manner with the resistance R. If Eq. (4.19) is taken as the true relationship between
voltage and resistance, then an expression for the loading error may be written as

Loading error = (E/E0)true − (E/E0)ind

(E/E0)true

We wish to know how much the voltage ratio of Eq. (4.19) differs from the simple
linear relation of Eq. (4.17), which would be observed under open-circuit conditions
or for very large meter impedances. We thus use Eq. (4.19) for the true value and
Eq. (4.17) for an assumed linear indication and calculate the loading error as

Fractional loading error = −
(

R

Rm

)(
1− R

Rm

)(
Rm

Ri

)
[4.20a]

We may note that the behavior of Eq. (4.20a) is such that the loading error becomes
zero at each end of the resistance scale, that is, forR/Rm = 0 and 1.0. Equation (4.20a)
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Figure 4.22 Simple voltage-balancing potentiometer circuit.

expresses the loading error as a fraction of the voltage reading obtained in Eq. (4.19).
The raw error or deviation from a linear indication is

Deviation from linear = −(R/Rm)2(1− R/Rm)

(R/Rm)(1− R/Rm)+ Ri/Rm

[4.20b]

The voltage-divider circuit shown in Fig. 4.21 has the disadvantage that the
indicated voltage is affected by the loading of the meter. This difficulty may be
alleviated by utilizing a voltage-balancing potentiometer circuit, as shown in Fig. 4.22.
In this arrangement a known voltage E0 is impressed on the resistor Rm, while the
unknown voltage is impressed on the same resistor through the galvanometer with
internal resistance Ri and the movable contact on the resistor Rm. At some position
of the movable contact the galvanometer will indicate zero current, and the unknown
voltage may be calculated from

E

E0
= R

Rm

[4.21]

Notice that the internal resistance of the galvanometer does not affect the reading
in this case; however, it does influence the sensitivity of the circuit. The voltage-
balancing potentiometer circuit is used for precise measurements of small electric
potentials, particularly those generated by thermocouples. In order to determine ac-
curately the unknown voltage E, the supply voltage E0 must be accurately known.
A battery is ordinarily used for the supply voltage, but this represents an unreliable
source because of aging characteristics. The aging problem is solved by using a
standard-cell arrangement to standardize periodically the battery voltage, as shown
schematically in Fig. 4.23. When switch S2 is in position A and switch S1 is closed,
the circuit is the same as Fig. 4.22. Then, when switch S1 is opened and switch S2

is placed in position B, the standard cell Es is connected in the circuit. The variable
compensator resistance Rc is adjusted until the galvanometer indicates balance con-
ditions. The protective resistor R1 may then be bypassed by closing switch S1 and
a fine adjustment of the compensator resistor effected. The protective resistor R1 is
placed in the circuit to avoid excessive current drain on the standard cell and also to
protect the galvanometer. Note that the standard-cell voltage is impressed on a fixed
portion of the resistance R. Once the battery has been standardized, switch S2 may
be placed in the A position and the unknown voltage E measured. The battery may
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Figure 4.23 Potentiometer circuit incorporating features for standardization
of battery voltage.

be standardized as often as necessary for the particular application. The standard cell
would only be used for laboratory applications. Solid-state voltage standards would
be used for most measurements.

Example 4.1VOLTAGE SENSITIVITY. The output of a transducer with a total resistance of 150 �

is to be measured with a voltage-sensitive circuit like that shown in Fig. 4.20. The sensitivity
is to be a maximum at the midpoint of the transducer. Calculate the sensitivity at the 25 and
75 percent positions, assuming a voltage source Ei of 100 V.

Solution

For maximum sensitivity at the midpoint of the range, we take

Ri = R = 1
2Rm = 75 �

At the 25 percent position R = (0.25)(150) = 37.5 �, and the sensitivity is calculated from
Eq. (4.15):

S = dE

dR
= EiRi

(Ri + R)2
= (100)(75)

(75+ 37.5)2
= 0.592 V/�

At the 75 percent position the corresponding sensitivity is

S = (100)(75)

(75+ 112.5)2
= 0.213 V/�

Example 4.2LOADING ERROR OF VOLTAGE-SENSITIVE CIRCUIT. The voltage-divider circuit
is used to measure the output of the transducer in Example 4.1. A 100-V source is used
(E0 = 100 V), and the internal resistance of the meter Ri is 10,000 �. Calculate the load-
ing error at the 25 and 75 percent positions on the transducer and the actual voltage readings
which will be observed at these points.
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Solution

We have

Rm

Ri

= 150

10,000
= 1.5× 10−2

At the 25 percent position R/Rm= 0.25 and the fractional loading error is calculated from Eq.
(4.20a) as

Fractional loading error = −(0.25)(1− 0.25)

= 0.281%

The deviation from linear is obtained from Eq. (4.20b)

Deviation from linear = −(0.25)2(1− 0.25)

(0.25)(1− 0.25)+ 1/0.015

= −7.01× 10−4

The indicated voltage is therefore

E = (100)(0.25− 7.01× 10−4) = 24.93 V

At the 75 percent position R/Rm = 0.75 and

Fractional loading error = −(0.75)(1− 0.75)(0.015)

= 2.81× 10−3 = 0.281%

The deviation from linear is

Deviation from linear = −(0.75)2(1− 0.75)

(0.75)(1− 0.75)+ 1/0.015

= −2.103× 10−3

and the indicated voltage is

E = (100)(0.75− 2.103× 10−3) = 74.79 V

Improvement in measurement and accuracy is provided by so-called bridge cir-
cuits, which are employed in a variety of applications for the measurement of re-
sistance, inductance, and capacitance under both steady-state and transient condi-
tions. The equivalent electric circuit of some transducers can be represented as an
impedance, and, as a consequence, the capability of measuring such electrical quan-
tities accurately is important. Many bridge circuits have been developed, but we shall
limit our discussion to some of the more prominent types and their applications to
various measurement and control problems.

The Wheatstone bridge is normally used for the comparison and measurement
of resistances in the range of 1 � to 1 M�. A schematic of the bridge is given in
Fig. 4.24. The cornerstone of the bridge consists of the four resistances (R1, R2, R3,
Rx), which are arranged in a diamond shape. R2 and R3 are normally known resistors,
R1 is a variable resistance, and Rx is the unknown resistance value associated with
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S2

R2

i2
i3

R3

i1

R1

S1

A

B

C

D

E

Rx

ix

G

Figure 4.24 Schematic of basic Wheatstone bridge.

the transducer output. The voltage E is applied to the bridge by closing the switch S1,
and by adjusting the variable resistance R1, the bridge may be balanced. This means
simply that the potential difference between points B and D is zero. This balanced
condition may be sensed by closing the switch S2 and adjusting the value of R1 until
the sensing device indicates no current flow. When this occurs, the voltage drop across
R2 must equal the voltage drop across R1 since this implies that the voltage difference
between B and D must be zero. Using the currents defined in Fig. 4.24, we obtain

i2R2 = i1R1

Further,

i2 = i3 = E

R2 + R3
if balanced

and i1 = ix = E

R1 + Rx

if balanced

If the currents are eliminated from these relations, the result is

R2

R3
= R1

Rx

[4.22]

or Rx = R1R3

R2
[4.23]

This last equation allows the calculation of the value of Rx in terms of the other three
resistors in the bridge.

If accurate measurements are to be made with a bridge circuit, the values of the
resistors (R1, R2, R3) must be precisely known, and the sensor must be sufficiently
sensitive to detect small degrees of imbalance. When the unknown resistance Rx is
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connected to the circuit, care must be taken to use connecting leads which have a
resistance that is small in comparison with the unknown.

The term “ratio arms” is frequently used in describing two known adjacent arms
in a Wheatstone bridge. The galvanometer is usually connected to the junction of
these two known resistors. In Fig. 4.24 R2 and R3 would normally be called the ratio
arms.

In practice, the Wheatstone bridge is usually employed in an unbalanced mode
and the galvanometer is replaced with a digital voltmeter of high internal impedance.
The output voltage is a measure of the resistance, as we shall see in a later discussion.

Example 4.3 UNCERTAINTY IN WHEATSTONE BRIDGE. For the basic Wheatstone bridge in
Fig. 4.24, determine the uncertainty in the measured resistance Rx as a result of an uncer-
tainty of 1 percent in the known resistances. Repeat for 0.05 percent.

Solution

We use Eq. (3.2) to estimate the uncertainty. We have

∂Rx

∂R1
= R3

R2

∂Rx

∂R2
= −R1R3

R2
2

∂Rx

∂R3
= R1

R2

For a 1 percent uncertainty in the known resistances this gives

wRx

Rx

= (0.012 + 0.012 + 0.012)1/2 = 0.01732

= 1.732%

For a 0.05 percent uncertainty in the known resistances the corresponding uncertainty in Rx is
0.0866 percent.

The basic Wheatstone bridge circuit may also be employed for the measurement
of ac impedances. The main problem is that two balance operations must be made
to obtain a null, the first for the real part of the waveforms and the second for the
imaginary part. There are some types of ac bridges that may be balanced with two
independent adjustments. Several of these types are shown in Table 4.1, along with
the balance conditions which may be used to determine the values of the unknown
quantities.

Since an alternating current is involved, the null conditions may not be sensed by
a galvanometer as in the case of the dc Wheatstone bridge; some type of ac instrument
must be used. This could be a rectifier meter, oscilloscope, or digital multimeter.

It may be noted from Table 4.1 that for some types of ac bridge circuits the
balanced condition is independent of frequency (types a, c, and e), while for others
the frequency must be known in order to apply the balanced conditions (types b, d,
and f ). Thus, if the capitance and resistance values are known for a Wien bridge, the
bridge could be used as a frequency-measuring device.
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Table 4.1 Summary of bridge circuits

Circuit Balance Relations Name of Bridge and Remarks

(a)
Cx = C3R2

R1

Rx = R3R1

R2

Basic Wheatstone bridge.
Greatest sensitivity when
bridge arms are equal.

R1 R2

Rx

Cx
C3

R3

D

(b) Cx

C3
= R2

R1
− R3

Rx

CxC3 = 1

ω2R3Rx

If C3 = Cx

and R3 = Rx

f = 1

πR3C3

Wien bridge. May be used
for frequency measurement
with indicated relations.R1 C1

Rx

C3
C2R2R3

D

˜

(c) Lx = C1R1R2

Rx = C1R1

C2
− R3

Owen bridge.

R1 R2

Rx

Cx C3
R3

D

(Continued )
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Table 4.1 (Continued )

Name of Bridge
Circuit Balance Relations and Remarks

(d) ω2LC = 1

Rx = R3R1

R2

Resonance bridge. At
balance conditions may
be used for frequency
measurement with

f = 1

2π
√

LC

R1 R2

Rx

L

C

R3

D

(e) Lx = R1R3C

Rx = R1R3

R2

Maxwell bridge.

R3

R1

Rx

Lx

C

R2

D

(f )
Lx = R1R3C

1+ ω2C2R2
2

Rx = ω2C2R1R2R3

1+ ω2C2R2
2

Hay bridge.

R3

R1

Rx

Lx

CR2

D
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As mentioned earlier, bridge circuits are useful for experimental measurements.
The Wheatstone bridge is widely used for measuring the output resistance of various
transducers, such as resistance thermometers, strain gages, and other devices that
register the change in the physical variable as a change in output resistance. The ac
bridges are used for inductance and capacitance measurements. Many transducers
produce a change in either of these quantities upon a change in the physical quantity
of interest. Bridge circuits are also useful in an unbalanced condition because a small
change in the impedance in one of the bridge arms can produce a relatively large
change in the detector signal, which can be used to control other circuits.

Unbalanced Bridges

Bridge circuits may operate on either a null or a deflection principle. The null con-
dition has been described above as where the galvanometer or sensing device reads
zero at balance conditions. At any other condition the galvanometer reading will be
deflected from the null condition by a certain amount, which depends on the degree
of unbalance. Thus, the signal at the galvanometer or detector may be used as an
indication of the unbalance of the bridge and may indicate the deviation of one of
the arms from some specified balance condition. The use of the deflection bridge is
particularly important for the measurements of dynamic signals where insufficient
time is available for achieving balance conditions.

Consider the bridge circuit shown in Fig. 4.25. R1, R2, R3, and R4 are the four
arms of the bridge; Rg is the galvanometer resistance; and ib and ig are the battery
and galvanometer currents, respectively. Rb represents the resistance of the battery or
power-supply circuit. When the bridge is only slightly unbalanced, it can be shown that
the value of Rb does not appreciably influence the effective resistance of the bridge
circuit as presented to the galvanometer (see Ref. [2]). As a result, the following
relation for the galvanometer current may be derived:

ig = Eg

R+ Rg

[4.24]

E A

G

D

C

B

Eb

Rb

R1 R2

R3R4

Rg

Figure 4.25 Schematic for analysis of unbalanced bridge.
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R

R1 R2

R3R4

Figure 4.26 Equivalent circuit of bridge as presented to the galvanometer.

where R is the effective resistance of the bridge circuit presented to the galvanometer
and is given by

R = R1R4

R1 + R4
+ R2R3

R2 + R3
[4.25]

This effective resistance R is indicated in Fig. 4.26. The voltage presented at the
terminals of the galvanometer Eg is

Eg = E

(
R1

R1 + R4
− R2

R2 + R3

)
[4.26]

The voltage impressed on the bridge E depends on the battery or external circuit
resistance Rb and the resistance of the total bridge circuit as presented to the battery
circuit, which we shall designate as R0. It can be shown that for small unbalances the
resistance R0 may be calculated by assuming that the galvanometer is not connected
in the circuit. Thus,

R0 = (R1 + R4)(R2 + R3)

R1 + R4 + R2 + R3
[4.27]

The voltage impressed on the bridge is then

E = Eb

R0

R0 + Rb

[4.28]

Current-Sensitive and Voltage-Sensitive Bridges

Because the deflection described above and indicated by Eq. (4.24) is based on the
determination of the galvanometer or voltmeter current, the circuit is said to be current-
sensitive. If the deflection measurement were made with an electronic voltmeter,
oscilloscope, or other high-impedance device, the current flow in the detector circuit
would be essentially zero since as Rg →∞, ig → 0 in Eq. (4.24). Even so, there is
still an unbalanced condition at the galvanometer or detector terminals of the bridge.
This condition is represented by the voltage between terminals A and C for the
case of a high-impedance detector. Such an arrangement is called a voltage-sensitive
deflection-bridge circuit. The voltage indication for such a bridge may be determined
from Eq. (4.26).

For relatively large unbalances in a bridge circuit it may become necessary
to shunt the galvanometer to prevent damage. Such an arrangement is shown in
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A C

G

Rp

Rg

(a)

A C

RgRs

G

(b)

Figure 4.27 (a) Galvanometer shunt arrangement for use with bridge of Fig. 4.26;
(b) galvanometer with series resistance for use with bridge in Fig. 4.26.

Fig. 4.27a. In this case the voltage across the galvanometer may still be given to a
sufficiently close approximation by Eq. (4.26), but the current through the galvanome-
ter must be computed by considering the shunt resistance Rp. The total resistance of
the bridge and shunt combination as seen by the galvanometer circuit is given by

Re = RpR

Rp + R
[4.29]

and the galvanometer current is now given by

ig = Eg

Re + Rg

[4.30]

The galvanometer current may also be reduced by using a series resistor, as shown in
Fig. 4.27b. For this case the galvanometer current becomes

ig = Eg

R+ Rg + Rs

[4.31]

where Rs is the value of the series resistor.

Output Measurements of Bridges

For static measurements with a Wheatstone bridge the output will most likely be mea-
sured with a digital voltmeter having a very high input impedance. The output may be
stored with various digital devices, including computers. For transient measurements
an oscilloscope may be employed with or without digital storage facilities. Various
levels of data acquisition systems are available for both indication and recording of
the outputs.

Example 4.4DEFLECTION BRIDGE. The Wheatstone bridge circuit of Fig. 4.24 has ratio arms (R2

and R3) of 6000 and 600 �. A galvanometer with a resistance of 70 � and a sensitivity of
0.04 μA/mm is connected between B and D, and the adjustable resistance R1 reads 340 �. The
galvanometer deflection is 39 mm, and the battery voltage is 4 V. Assuming no internal battery
resistance, calculate the value of the unknown resistance R. Repeat for R2 and R3 having values
of 600 and 60 �, respectively.
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Solution

In this instance the bridge is operated on the deflection principle. For purposes of analyzing the
circuit we use Figs. 4.25 and 4.26. The galvanometer current is calculated from the deflection
and sensitivity as

ig = (39)(0.04× 10−6) = 1.56 μA

In the circuit of Fig. 4.25 the resistances are

Rb = 0 R1 = 340 R2 = 6000 R3 = 600 R4 = Rx Rg = 70

We also have E = 4.0 V.
Combining Eqs. (4.24) to (4.26), we obtain

ig = E[R1/(R1 + R4)− R2/(R2 + R3)]

Rg + [R1R4/(R1 + R4)+ R2R3/(R2 + R3)]

Solving for R4, we have

R4 = ER1R3 − ig[RgR1(R2 + R3)+ R2R3R1]

ig(1+ R1 + Rg)(R2 + R3)+ ER2

Using numerical values for the various quantities, we obtain

R4 = 33.93 �

Taking R2 = 600 and R3 = 60, we have

R4 = 33.98 �

4.7 Amplifiers

Experimental measurements occur in many forms: for example, the voltage output
of a bridge circuit, the frequency signal of a counting circuit, and voltage signals
representative of a change in capacitance. In many cases the signals are comparatively
weak and must be amplified before they can be used to “drive” an output device. In
other instances there is a serious mismatch between the impedance of the measurement
transducer and that of the output circuits so that some interface must be provided to
allow effective impedance matching. An example, in a familar setting, of the former
class of problems involves connecting a phonograph pickup cartridge directly to a
loudspeaker. The cartridge is a transducer which converts the force produced by
mechanical motions in the groove of a record directly into an electric voltage. This
voltage could be applied directly to a loudspeaker, but it is so small that no audible
sound will result. All sound systems provide a significant amount of amplification to
increase this voltage before it is applied to the speakers. As a parenthetical comment,
the buyer of such systems generally pays more when he or she insists that the voltage
have a low distortion as it undergoes this amplification process.

In another example, the output of an audio CD player is usually insufficient to
drive serious speaker systems and thus requires amplification.
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Most amplifiers today are based on solid-state devices or integrated circuits.
Vacuum tubes are employed in only a few specialized applications, but we shall be
mainly concerned with the overall operating characteristics of amplifiers and the ways
they can be used to accomplish a specific objective. We have already mentioned the
effects of frequency and amplitude distortion in Sec. 2.9. Such effects can certainly
be present in amplifiers if they are driven beyond the limits of their linear operation.
We shall examine some techniques to minimize such distortion.

Effect of Feedback

Consider the amplifier schematic, shown in Fig. 4.28, having an input voltage E and
an output voltage Eo with a gain of A. Without the feedback-attenuator loop we would
have

A = Eo

Ei

[4.32]

Now, we add the feedback loop which attenuates the output voltage by a factor k

and feeds it back into the input. The feedback voltage is Ef = kEo, which is negative
and subtracted from the input voltage, resulting in an input to the amplifier of E =
Ei−Ef . Now, the gain of the amplifier and feedback system is

Af = Eo

Ei

= Eo

Eo/A+ kEo

= A

1+ kA
[4.33]

If the amplifier gain is very large, that is, kA� 1, then the gain is very nearly

Af ≈ A

kA
= 1

k
[4.34]

Note that the gain of the overall system becomes constant so long as kA is sufficiently
large. We may define the input and output impedances for the feedback system as

Zi,f = Ei

Ii
and Zo,f = Eo

Io

Amplifier
gain � A

Attenuator, k

E � Ei � Ef

Ei

Ef  � kEo

Eo

Figure 4.28 Amplifier with feedback loop.
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respectively. The input impedance for the amplifier alone is

Zi = E

Ii
= Eo

AZi

From Eq. (4.33)

Ei = Eo

(
k + 1

A

)

Combining these relations, we obtain

Zi,f = Eo(k + 1/A)

Eo/AZi

= Zi(1+ kA) [4.35]

Thus, we find that by the use of feedback we can increase the input impedance by
a factor of 1 + kA, or by a very large factor when the amplifier gain is large. The
voltage appearing to drive the output impedance is AE and the output voltage is

Eo = AE − IoZo

For Ei = 0 the input voltage to the amplifier will be E = −kEo and

Eo = −AkEo − IoZo

E = IoZo

kA+ 1

[4.36]

The effective output impedance for the system is then

Zo,f = Eo

Io
= Zo

1+ kA
[4.37]

So, the effect of feedback is to lower the output impedance by a factor of 1+ kA. We
have already mentioned that an amplifier will only be able to accept a limited range of
input voltages before it can be driven into nonlinear behavior. The effect of feedback
is to extend this range greatly because the feedback voltage lowers the voltage which
is presented to the input of the amplifier.

Now, consider a typical frequency-response curve for an amplifier, as shown in
Fig. 4.29. The curve is flat up to a certain frequency and then drops off; that is, the gain
which can be delivered by the amplifier is reduced at higher frequencies. However,
when negative feedback is employed, lower gain is experienced (by a factor of k),
but this has the effect of extending the frequency response.

Negative feedback also has the effect of reducing amplifier noise which is present
in the output signal. Consider the two cases shown in Fig. 4.30. In (a) we have the open-
loop amplifier and the noise N is assumed to appear at the output terminal. In (b) we
have the negative feedback configuration. As before, we can write E = Ei− kEo and
the output voltage is

Eo = AE +N = A(Ei − kEo)+N [4.38]

so that Eo = AEi +N

1+ kA
[4.39]
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log f

Frequency limit, no feedback

Frequency limit
with feedbackLog

Eo

Ei

Figure 4.29 Typical amplifier frequency-response curve.

AEi Eo

N

(a)

A

k

Ei

Ef � kEo

Eo

N

(b)

Figure 4.30 Effect of feedback on noise.

For kA� 1 this reduces to

Eo = Ei

k
± N

kA
[4.40]

where the ± indicates that the noise is random.

Example 4.5EFFECT OF FEEDBACK ON SIGNAL-TO-NOISE RATIO. An amplifier has a gain of
1000 and a signal-to-noise (S/N) ratio of 1000 in the open-loop configuration. Calculate the
S/N ratio when negative feedback with k = 0.1 is used.

Solution

For Ei = 1 the open-loop output would be AEi = Eo.

Eo = 1000± 1

that is, the noise is 1/1000 of the output signal.
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To produce this same output signal with the feedback arrangement, we would need an
input signal of Ei = 100 because the gain is Af = 1/k = 10. Then, from Eq. (4.40) the output
would be (N is still 1.0)

Eo = 100

0.1
± 1

(0.1)(1000)

= 1000± 0.01

Now, the S/N ratio is

S/N = 1000

0.01
= 100,000

So, by the use of feedback we have increased the S/N ratio by a factor of 100.

4.8 Differential Amplifiers

A differential or balanced amplifier is a device that provides for two inputs and an
output proportional to the difference in the two input voltages. For good operation it
is necessary to have well-matched internal components and provisions for trimming
the system so that a zero differential voltage input will produce a zero output. The
differential amplifier is particularly useful for amplification and measurement of small
signals subjected to stray electric fields (typically line voltage at 60 Hz and 115 V).
Such stray fields can induce substantial voltages in the input lines unless stringent
efforts are made to provide shielding. However, the application of equal voltages
to the inputs or equal ac voltages of the same phase will cancel out. This feature is
called common mode rejection. The descriptive property of the amplifier is called the
common mode rejection ratio (CMRR), defined as the common mode signal at input
divided by the common mode signal at output.

CMRR = CMi

CMo

[4.41]

Values greater than 106 (120 dB) are not uncommon.

4.9 Operational Amplifiers

An operational amplifier (op-amp) is a dc differential amplifier incorporating many
solid-state elements in a compact package and shown schematically in Fig. 4.31. It
operates from dc to some upper frequency limit of the order of 1.0 MHz. The (+)
input is called the noninverting input because the output from this source is in phase
with the input. The inverting input (−) has the opposite behavior; that is, the output
resulting from that source is 180◦ out of phase with the input. Op-amps using npn
transistors will have input impedances of greater than 1 M�, while those constructed
with field-effect transistors may have input impedances of the order of 1012 �. Because
of these high impedances the input current for op-amps is essentially zero.
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The output impedance of op-amps is very low, typically less than 1.0 �, and the
open-loop gain is very high, of the order of 106 (120 dB) [15].

In drawing the schematic diagrams for op-amps it is common practice to leave
off the power supply and null adjustment inputs. Of course, one recognizes that
these inputs must always be provided. With this brief description of the general
characteristics of operational amplifiers, we now examine some specific amplifier-
feedback configurations which are useful in experimental measurements. Figure 4.32
gives the schematics for the examples to be discussed.

�

�

�

�

Power supply

Output

Input for
null adjustments

Inverting
input

Noninverting
input

Figure 4.31 Schematic for operational amplifier.

�

�

Eo

E1

E2

RL

(a)

�

�

EoRL
Ei

(b)

(c)

�

�
Eo

Rf

R1

R2

Ei

Gain � �
Rf

R1

For equal input
impedance on (�) and (�)R2 � 

R1Rf

R1 � Rf 

�

�
Eo

Rf

R1

R2

Ei

(d)

R2 � 
R1Rf

R1 � Rf 

Gain � 
Rf

R1
1 �

(Continued)

Figure 4.32 Operational amplifier configurations. (a) Open-loop, differential input;
(b) open-loop, single input; (c) inverting, differential input;
(d ) noninverting; (e) noninverting voltage follower; (f ) voltage follower
with gain greater than unity; (g) voltage follower with resistance in
feedback; (h) inverting summer or adder; (i) noninverting adder; (j) circuit
for high-input impedance and common mode rejection; (k) integrator;
(l) differentiator; (m) current-to-voltage converter; (n) charge amplifier.
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�

�
Eo

Gain � 1.0
Ei

(e)

�

�
Eo

Ei

R

nR

(f )

�

�
Eo

R

Ei

(g)

�

�

E1

E2

E3

R1

R2

R3

Rf

Eo

(h)

�

�

E1
R1

R2 R2

Eo

E2 R1

Eo � E1 � E2

(i)

�

�

�

�

�

�

E1

E2

cR2

aR1

cR2

bR1

R2

Eo

R2

R1

(j )

Figure 4.32 (Continued )

hol29303_ch04_166-255.pdf   35hol29303_ch04_166-255.pdf   35 8/12/2011   3:23:12 PM8/12/2011   3:23:12 PM



4.9 Operational Amplifiers 201

�

�
Eo

Ri

Ei

C

(k)

Eo � � Ei dt for Ei � 0 at t � 0l
RiC �

�

�

Ei

Rf

Eo

C

(l )

Ec � Rf C
dEi

dt

�

�
Eo

Rf

Rf

Ii

Eo � Rf Ii

Current
source

(m)

�

�

Ri
Cf

Ci Eo

RL

Q(t)

(n)

E0 � 
Q(t)

Cf
for Cf �� Ci

Figure 4.32 (Continued )

The open-loop configurations in (a) and (b) are not often used because even a
very small input will drive the output to full capacity of the power supply. Because the
input impedance is high, the current presented to the input of the inverting terminal
in (c) will be nearly zero. Designating the voltage present at the amplifier input as Es

requires that

Ei − Es

R1
+ Eo − Es

Rf

= 0

But Eo = −AEs, or Es = −Eo/A so that

Eo

Rf

= −Ei

Ri

− Eo

A

(
1

Rf

+ 1

R1

)
[4.42]

Because the gain is very large, the last term drops out and the gain of the negative
feedback arrangement becomes

Eo

Ei

= −Rf

R1
[4.43]

The very high gain has the effect of causing Es to be very nearly zero. A similar devia-
tion could be used to obtain the gain for the noninverting configuration in Fig. 4.32d.
The voltage follower in (e) has a gain of unity and can serve as a power amplifier
to convert a high-impedance input into a low-impedance output. The potentiometer
arrangement in (f ) can be used to produce a gain greater than unity through the split
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between nR and R. Addition of an arbitrary resistor as in (g) still produces unity gain
with the voltage follower.

Still further use of the zero-input current condition could be to derive the relations
shown for the inverting and noninverting adder configurations shown in (h) and (i).
A configuration for amplifying a high-impedance input with excellent common mode
rejection is shown in (j).

In many experimental applications a transducer will be employed that gives a
signal proportional to a certain rate, such as a fluid flowmeter, which indicates the flow
rate of the fluid through the device. In addition to the rate of flow, the experimentalist
may also wish to know the total quantity of fluid flowing over a given length of
time. In other words, we need to integrate the input signal over a given time. The
configuration in (k) accomplishes this objective. For very high gain we again have
nearly zero-input voltage and sum the input currents to the amplifier as

Ei

Ri

+ C
dEo

dt
= 0

Thus, Eo = − 1

RiC

∫
Ei dt [4.44]

Normally, a switching process is installed across the capacitor to make the voltage
zero at the time the integration is to begin.

In a similar way, the op-amp can be used as a differentiator, as shown in Fig. 4.32l.
If one has a constant current input as in (m), we would have

Ii − Eo

Rf

= 0 [4.45]

and we have a current-to-voltage convertor with Eo = Rf Ii.
With some transducers the input signal is electric charge. Examples are

piezoelectric transducers which convert an impressed-force input to charge and con-
denser microphones used to measure acoustic phenomena. The configuration in
Fig. 4.32n is used for such measurements. The charge amplifier is also employed
to modify the output signals from charge-coupled devices (CCDs) in digital imaging
systems. It then becomes part of the integrated circuit for the image-sensing device.
See Appendix B for further information.

The particular amplifier configuration to be employed depends on the applica-
tion, and one must carefully observe the operating characteristics of the sensors or
transducers connected to the amplifier inputs. Impedance matching is quite important.
If the source impedance is large, the amplifier circuit might cause sufficient loading
so that most of the signal power is lost. In this case the input noise level in rela-
tion to the reduced signal may become excessive and reduce the overall accuracy of
measurement. One way to avoid this problem is to employ first a voltage follower to
reduce the impedance (the output impedance of an op-amp is low) and then follow
with whatever other amplification and signal processing are required.
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4.10 Transformers 203

4.10 Transformers

Transformers are also used to match impedance in many experimental situations. An
ideal n-turn transformer is shown in Fig. 4.33 along with the associated four terminal
variables, two voltages, and two currents. The equations relating the voltages and
currents are

v2 = nv1

i2 = i

n
i1

[4.46]

Dividing the first by the second results in the following:
v2

i2
= n2 v1

i1

and as long as the voltages and currents are single-frequency sinusoids, we may state
that the output impedance Z2 is related to the input impedance Z1 by the equation

Z2 = n2Z1 [4.47]

This equation states that the output impedance of an n-turn ideal transformer is
n2 greater than the input impedance. As a concrete example, consider an experiment
in which we need to apply the 1000-Hz output voltage of an operational amplifier
to a loudspeaker to produce an audible sound. The op-amp has an output impedance
of 50 � at this frequency, and the loudspeaker has an equivalent impedance of 3 �.
For efficient power transfer we wish the loudspeaker impedance to “look” as much
as possible like 50 �. This can be accomplished by using a transformer, as shown in
Fig. 4.34. Here

Z1 = 3 �

and by the definition of an ideal transformer

Z2 = n2Z1

or 50 = n2(3)

and taking the closest integer value for n, we obtain

n = 4

i2 n : 1

�2

�

�

i1

�1

�

�

Figure 4.33 Ideal transformer.
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�
��s

50 �
3 �

n : 1

Figure 4.34 Impedance matching via transformer.

The insertion of a four-turn transformer between the output of the operational
amplifier and the loudspeaker will ensure a close-to-optimum transfer of energy from
the amplifier to the speaker.

This completes our discussion of the basics of operational amplifiers, their uses
in measurement procedures, and impedance matching. We next turn to a condensed
examination of power supplies since they are needed if one is to use operational
amplifiers and other integrated circuits. They are also necessary for driving various
types of detectors and transducers.

4.11 Power Supplies

There are two commonly used sources of dc energy: batteries and electronic modules
which convert 60-Hz electric energy (available from power lines) to direct current.
These modules are called power supplies.

Batteries are constantly being improved in terms of both their cost per unit energy
and their weight and volume per unit energy. Despite this progress, they are still
relatively expensive and bulky; they are preferred only in situations where portability
is desired.

The specific details underlying the operation of dc power supplies are of minor
interest here, but some general features will be pointed out. In many cases combina-
tions of solid-state diodes are used to convert the pure 60-Hz sine wave available at
an electric outlet to the positive, “rectified” wave shown in Fig. 4.35. This voltage
contains a dc component as well as a series of sinusoids with frequencies which are
integer multiples of 60 Hz. The “ripple” caused by these harmonics is undesirable and
is reduced by further filtering, as will be discussed in the next section. The output of

Time

Voltage

60 Hz
Many frequencies

plus dc

Voltage

Time

dc

Voltage

Time

(a) (b) (c)

Figure 4.35 Rectification.
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Voltage

Current

Perfect

Better

0

Figure 4.36 Power-supply voltage regulation.

a properly designed power supply is similar to that shown in Fig. 4.35 and is nearly
constant. There is, to be sure, a nonzero amount of residual ripple, and this is normally
specified by the manufacturer in percentage terms.

It is also important that the output voltage of a dc power supply remain constant
as the current supplied to the circuits it is driving increases. If we represent the power
supply as an ideal constant voltage source in series with some characteristic resis-
tance, the goal of the power-supply designer is to reduce the value of this resistance
as much as possible. Figure 4.36 illustrates various possible voltage-versus-current
characteristics for power supplies. The curve labeled “perfect” indicates a practically
unattainable ideal in that the voltage supplied is independent of the current drawn. The
degree to which the output voltage is independent of the current supplied is termed
voltage regulation. There are available integrated circuits which, using operational
amplifiers, do an excellent job of maintaining a constant output voltage. For example,
one such circuit will maintain an output voltage to within 0.05 V of 5 V for output
currents ranging from 5 to 500 mA. Such regulation is more than adequate for most
electronic circuits.

4.12 Signal Conditioning

Noise is present in all physical situations in which measurements are attempted or
information is conveyed, and noise is, in fact, a rather subtle ramification of the sec-
ond law of thermodynamics. Noise is fundamentally another manifestation of the
attempts of the physical universe to attain a state of randomness. Proper experimental
design and procedures can greatly reduce its effects in many situations, as we shall
now discuss.

A significant help to the experimenter is any a priori knowledge which may be
available concerning the frequency ranges in which the desired signal exists. For
example, if atmospheric temperatures are being measured, it is reasonable to expect
that such temperatures will not change significantly over times shorter than several
minutes.As a consequence, the meaningful output voltage of a thermocouple includes
only the low-frequency part. Higher-frequency components are noise due to random
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fluctuations and can be eliminated without loss of experimental information, if, in-
deed, such elimination is possible. Another example would be the investigation by
an electric utility company of the audible noise produced by an ultra-high-voltage
transmission line. Because the human ear responds to acoustic signals only in the
range of frequencies between 20 Hz and 18 kHz, the processing of sensor outputs can
be safely limited to this frequency range.

This discussion naturally leads to an examination of the possibility of filtering
electrical signals. This term means that we desire circuits which transmit or pass only
certain bands or ranges of frequencies of an input signal. The unwanted parts of the
signal can be characterized as noise, but in addition, there is also noise present in the
frequency band of interest. Filtering will not solve all the problems, but it does provide
a significant degree of experimental improvement. If a relatively narrow range of
frequencies is important, it is usually possible to operate with much simpler electronic
circuits for amplification and processing purposes than when a broad frequency range
must be examined.

Various arrangements may be used for filter circuits, but they all fall into three
categories: (1) lowpass, (2) highpass, and (3) bandpass circuits. Some filters are com-
posed only of passive elements, while others involve amplification to eliminate losses
and are termed active filters (discussed in Chap. 14). A lowpass filter permits the
transmission of signals with frequencies below a certain cutoff value with little or
no attenuation, while a highpass filter allows the transmission of signals with fre-
quencies above a cutoff value. The bandpass filter permits the transmission of signals
with frequencies in a certain range or band while attenuating signals with frequencies
both above and below the limits of this band. The approximate performance for the
three types of filters is shown in Fig. 4.37. The cutoff frequency is designated by fc

for both the highpass and lowpass filters, while the limits of frequency transmission
for the bandpass filter are given by the symbols f1 and f2. Note carefully that the
filters do not provide discontinuities in attenuation at the transition frequencies;
that is, there is transmission of signals with frequencies above or below a given cutoff
value, although the signal attenuation becomes more pronounced as the frequency
moves away from the cutoff point.

Gain

Frequency

fc

Gain

Frequency

fc

Gain

Frequency

f2f1

0

Figure 4.37 Approximate performance curves for three types of filters.
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Table 4.2 Some simple RL and RC filter sections

Formula and
Asymptotic

Diagram Type Time Constant Approximation

Ei EoC
R A lowpass RC T = RC

Eo

Ei

= 1√
1+ ω2T 2

≈ 1

ωT

φA = − tan−1(RωC)

Ei Eo
C

R
B highpass RC T = RC

Eo

Ei

= 1√
1+ 1

ω2T 2

≈ ωT

φB = tan−1 1

RωC

Ei Eo

L
R

C lowpass RL T = L

R

Eo

Ei

= 1√
1+ ω2T 2

≈ 1

ωT

φC = − tan−1 ωL

R

Ei Eo
R

L

D highpass RL T = L

R

Eo

Ei

= 1√
1+ 1

ω2T 2

≈ ωT

φD = tan−1 R

ωL

A summary of several types of passive filters is given in Fig. 4.38 on the next
page. The various filter sections may be used separately or in combination to produce
sharper cutoff performance. In the m-derived sections the quantity m is defined by

m =
√

1−
(

fc

f∞

)2

[4.48]

for a lowpass filter and

m =
√

1−
(

f∞
fc

)2

[4.49]

for a highpass filter, where fc is the desired cutoff frequency and f∞ is a frequency
having high attenuation. When only one m-derived section is used, a value of m = 0.6
is recommended. When a filter is designed for a particular application, it is usually
important that the impedance of the filter circuit be matched to the connecting circuit.
Consideration of the matching of impedances in such circuits is beyond the scope of
our discussions.

Table 4.2 presents some basic RL and RC filter sections. In a number of ex-
perimental situations these simple two-element filters offer significant improvement
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Figure 4.38 Basic filter sections and design formulas. R is in ohms, C is in farads, L is in
henrys, and f is in hertz.
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4.12 Signal Conditioning 209

in noise reduction. The filters in this table do, of course, attenuate signal levels
because they contain resistances. The designer often has to compensate for this resis-
tive attenuation by including some additional amplifying circuits.

Sharper roll-off characteristics may be achieved using multiple filter sections like
those shown in Table 4.2 placed in a series arrangement. In the lowpass RC filter with
n sections in series the output-input relation is

Eo

Ei

= 1

[1+ (ω2T 2)n]1/2
[4.50]

with a phase shift of

φtotal =
n∑

i=1

φi(ω) [4.51]

where the φi are the phase shifts of the sections. A series of n highpass RC filters
produces the characteristic of

Eo

Ei

= 1[
1+

(
1

ω2T 2

)n]1/2 [4.52]

The filter circuits shown in Fig. 4.38 are commonly employed and are reasonably
efficient passive-element types. It is possible to construct filters in RC and RL ar-
rangements instead of the LC designs given in Fig. 4.38; however, the circuits which
employ resistive elements are generally not as efficient because they remove energy
from the system. Some simple RL and RC filter sections are shown in Table 4.2,
along with the appropriate equation describing their input-output voltage character-
istics. The phase-lag angle φ is also given.

The topic of active filters has been significantly influenced by progress in con-
verting signals from analog to digital form before performing the filtering operations.
Numerous references are available on filter design, and the interested reader may wish
to consult Refs. [10] to [14] for more information.

Degree of Amplification and Attenuation

A measurement of the degree of amplification or attenuation provided by a circuit is
given by its gain or amplification ratio. Gain is defined as

Output

Input

The output and input quantities may be voltage, current, or power, depending on the
application. Gain is a dimensionless quantity, but engineers speak of decibels of gain
or loss in terms of the following definition involving a logarithmic ratio:

Decibels = 10 log
P2

P1
[4.53]

hol29303_ch04_166-255.pdf   44hol29303_ch04_166-255.pdf   44 8/12/2011   3:23:12 PM8/12/2011   3:23:12 PM



210 C H A P T E R 4 • Basic Electrical Measurements and Sensing Devices

where P1 and P2 are the input and output powers, respectively. The voltage or current
gain may be defined in a similar manner.

Since power may be expressed as E2/R or I2R, for a resistive load we would
have

P2

P1
= E2

2

E2
1

= I2
2

I2
1

Expressed in terms of voltages or current, the decibel notation would then be

Decibels = 20 log
E2

E1
[4.54]

Decibels = 20 log
I2

I1
[4.55]

For passive filters the ratio of output power to input power is less than 1, and, as
a consequence, the gain in decibels is negative. To characterize such circuits with a
positive quantity, engineers define an insertion loss by the following equation:

10 log
P1

P2
[4.56]

One should note that the number of decibels of gain is simply the negative of the
decibels of insertion loss.

Example 4.6 VOLTAGE AMPLIFICATION. A 1.0-mV signal is applied to an amplifier such that an
output of 1.0 V is produced. The 1.0-V signal is then applied to a second amplification stage
to produce an output of 25 V. For the three voltage points indicated, calculate the voltage in
decibel notation referenced to (a) 1.0 mV and (b) 1.0 V. Also, calculate the overall voltage
amplification in decibels.

Solution

The schematic for the amplifiers is shown in Fig. Example 4.6.

�

�

�

�

�

�

Gain
1000

Gain
25

E0 � 1 mV E1 � 1 V E2 � 25 V

Figure Example 4.6

(a) For E0 = 1.0 mV we have

20 log
E1

E
= dB1

20 log
1.0× 10−3

1.0× 10−3
= dB1 dB1 = 0

20 log
1.0

1.0× 10−3
= dB2 dB2 = 60

20 log
25

1.0× 10−3
= dB3 dB3 = 87.92
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(b) For E0 = 1.0 V we have

20 log
1.0× 10−3

1.0
= dB1 dB1 = −60

20 log
1.0

1.0
= dB2 dB2 = 0

20 log
25

1.0
= dB3 dB3 = 27.92

The overall amplification is calculated from

20 log
E3

E1
= 20 log

25

1.0× 10−3
= 87.92 dB

Notice that this result could have been obtained from the decibel calculations in (a) and (b) for
either reference level. In other words,

Gain13(dB) = dB3 − dB1

when all are expressed on the same reference basis.

Example 4.7RC LOWPASS FILTER. A simple RC circuit is to be used as a lowpass filter. It is desired
that the output voltage be attenuated 3 dB at 100 Hz. Calculate the required value of time
constant T = RC.

Solution

Network A of Table 4.2 is the desired arrangement. We wish to have

Eo

Ei

= −3 dB

so that −3 = 20 log
Eo

Ei

or
Eo

Ei

= 0.708

Thus, Eo

Ei

= 1

(1+ ω2T 2)1/2
= 0.708

where ω2 = (2πf)2 = [2π(100)]2.
We find that T = 1.59×10−3 s. The circuit might be constructed using a 1.0-μF capacitor

and a 1.59-k� resistor.

Example 4.8RC HIGHPASS FILTER. A highpass RC filter is to be designed for an attenuation of
−3 dB at 150 Hz. Calculate the required value of the time constant and the attenuation of the
filter at 100, 200, and 400 Hz. What is the limiting insertion loss at higher frequencies?

Solution

Network B of Table 4.2 is the desired arrangement. As in Example 4.7, we find for 3-dB
attenuation

Eo

Ei

= 0.708 [a]
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and

0.708 = 1

[1+ 1/(ω2T 2)]1/2
[b]

where ω2 = (2πf)2 = [2π(150)]2 = 8.883× 105

Solving Eq. (b), we obtain

T = 1.064× 10−3 s

and the circuit could be constructed with a 1.0-μF capacitor and a 1.06-k� resistor.
At 100 Hz

ω2T 2 = [2π(100)]2(1.064× 10−3)2 = 0.4469

and at 200 Hz

ω2T 2 = [2π(200)]2(1.064× 10−3)2 = 1.788

From Eq. (b) the attenuation for 100 Hz is

Eo

Ei

= 1[
1+ 1

0.4469

]1/2 = 0.5558

At 200 Hz we have
Eo

Ei

= 1[
1+ 1

1.788

]1/2 = 0.8008

and at 400 Hz the result is
Eo

Ei

= 0.9367

The corresponding decibel attenuations are obtained from Eq. (4.54):

dB (100 Hz) = 20 log (0.5558) = −5.1

dB (200 Hz) = 20 log (0.8008) = −1.93

dB (400 Hz) = 20 log (0.9367) = −0.57

At higher frequencies the attenuation approaches zero. At very low frequencies the attenuation
approaches ωT , so for a low frequency of say, 10 Hz, we obtain ω2T 2 = 0.4469×10−2, ωT =
0.06685, or an attenuation of −23.5 dB.

Example 4.9 TWO-STAGE RC HIGHPASS FILTER. The single-stage highpass filter of Example 4.8
is to be replaced with two sections in series, still keeping the attenuation of −3 dB at l50 Hz.
Determine the performance at 100, 200, and 400 Hz for this arrangement.

Solution

For this problem we have n = 2 stages and Eo/Ei = 0.708 from Example 4.8 so that we may
use Eq. (4.52) to obtain

0.0708 = 1[
1+

(
1

ω2T 2

)2]1/2 [a]
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at ω2 = 8.883× 105 (150 Hz). We may solve to obtain

T 2 = 1.1284× 10−6 s2

Then at 100 Hz

ω2T 2 = 0.4455

at 200 Hz

ω2T 2 = 1.782

at 400 Hz

ω2T 2 = 7.128

From Eq. (4.52) the corresponding attenuations are at 100 Hz

Eo

Ei

= 0.4069 = −7.81 dB

at 200 Hz

Eo

Ei

= 0.8721 = −1.19 dB

at 400 Hz

Eo

Ei

= 0.9903 = −0.085 dB

At a much lower frequency of 10 Hz the attenuation would be −47 dB.
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Figure Example 4.9
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Comment

The use of series filter sections can produce a much sharper roll-off of the frequency response
curve. The response curves for the single- and dual-stage filters are shown in Fig. Example 4.9.
Note that the two response curves cross at the design point of −3 dB and 150 Hz.

Other Noise-Reduction Methods

Passive filters, as discussed and characterized above, offer one possible strategy for
combating the effects of noise in experimental measurements. Remember that we
must have some knowledge of where we expect our signals to appear in the frequency
spectrum if filtering is to be of any value. We conclude this section by discussing a
few other methods which are useful for minimizing noise.

For these techniques to be effective it is necessary that the signals of interest
be repetitive. This may seem to be an exceptionally stringent requirement, but clever
experimental procedures can result in its satisfaction in many situations. For example,
to measure the vibration of a wall which results from an impulse of force, the proper
experimental procedure is to make the force repetitive. In this way the signal of interest
(the wall’s vibration) will also be repetitive. In addition, any dc signal can always be
converted into a repetitive form by “chopping” it by electrical or mechanical means.As
long as such steps have been taken to ensure that the signal to be measured is repetitive,
either of the following techniques may be used to reduce the effects of noise.

The first is based on the observation that the signal will be repetitive but the
associated noise will not be. Consider taking the output of the transducer for two
successive signals, adding them, dividing the resultant sum by 2, and then displaying
the output. What will have happened? The signal of interest will be present, but two
different noise components will have been added together and then divided by 2.
Since the noise will be different in each of the two successive times, it follows, as
long as the noise is uncorrelated, that the amount of noise present in the resultant
signal will decrease. This can be more clearly seen by considering the following two
sums which represent the first and second “pieces” of output from the transducer.

vs(t)+ n1(t)

vs(t)+ n2(t)

After these are added together and divided by 2, the result is

vs(t)+ n1(t)+ n2(t)

2

and this sum is the desired signal vs as well as an average of the noise present in
the two “pieces.” After N samples of the desired signal plus noise are added and
averaged, the result is

vs(t)+ n1(t)+ n2(t)+ · · · + nN(t)

N
[4.57]
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Figure 4.39 CAT filtering.

This shows the output of such a noise-reduction system to be composed of the desired
signal vs(t) as well as an average of various samples of the noise. One may wonder
what assurances can be offered that the average of noise samples will be smaller than
a given segment n(t). A detailed answer to that question involves a careful study of
stochastic processes and is not necessary for our purposes. In physical terms we can
be sure that this averaging process will reduce the effective level of noise as long as
the origins of the noise are truly unrelated to the processes giving rise to the signal
of interest vs. If such is the case, the noise and signal are said to be uncorrelated, and
averaging will improve the ratio of signal to noise in the system and, as a consequence,
improve the quality and accuracy of our measurements.

The averaging process clearly requires storing of “pieces” of the transducer out-
put in computer memory, followed by appropriate analysis techniques. Figure 4.39
indicates a sketch of the possible improvement that may be accomplished with such
operation.

Phase-Sensitive Detector or Lock-in Amplifier

We conclude this section with a discussion of the lock-in amplifier. This instrument
uses a principle different from that used by a CAT to reduce noise. An electronic
circuit known as a phase-sensitive detector is the key to understanding the lock-in
amplifier. Such a detector has two input terminals, and, assuming that the two input
signals are sinusoids with the same frequency, it produces an output which depends
on the cosine of the phase angle between the two signals. For the detector sketched
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Figure 4.40 Phase-sensitive detector.

in Fig. 4.40 the input voltages are given by

v1(t) = V1 sin (ωt)

v2(t) = V2 sin (ωt + φ)

and the output voltage is

vo = KV1V2 cos φ [4.58]

where K is a constant.
With an understanding of this element, the basic behavior of a lock-in amplifier

can be described quite simply. Recall that we have a repetitive signal of interest
accompanied by some inevitable noise. This entire transducer output is passed through
a narrow bandpass filter which has its pass frequency located at the frequency of
repetition of the input signal. The output of this filter constitutes one of the inputs to
the phase-sensitive detector. The other necessary input is a sinusoid with the same
frequency and a phase which is maintained constant with respect to the chopper used
to modulate the transducer’s output. This means that the desired signal (or, at least,
that part of it which survived the filtering operation) and the reference signal have a
fixed phase (φf ) maintained between them. Any noise which is present in the filter
output will not maintain such a fixed phase, and the output of the phase-sensitive
detector can be written as

vo(t) = KVsVR cos φf +KVNVR cos φ(t) [4.59]

The system is sketched in Fig. 4.41.
The phase between the reference voltage and the noise will change as time pro-

gresses, and the cosine of this angle will take on both positive and negative values. If
the noise is truly uncorrelated, the time average of the second term in the last equation
will be zero. The last part of a lock-in amplifier is a suitable integrator which serves
to time-average. The output of the system depends only on the amplitude and phase
of the signal of interest vs.

vo(t) = 1

T

∫ T

0
vo(t) dt = KVsVR cos φf [4.60]

Input Bandpass
filter

PSD
Time

average

�s(t) � �n(t)

�R

�0 (t)
�0 (t)

Figure 4.41 Lock-in amplifier.
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Well-designed lock-in amplifiers result in significant S/N ratio improvements. In
fact, the degree of improvement made possible by their careful design and use is nearly
incredible. When we are faced with what appears to be a nearly hopeless situation in
terms of the desired signal being buried in noise, this is a method which should be
considered. Manufacturers of these instruments provide very helpful documentation
and application assistance.

4.13 The Electronic Voltmeter

The electronic voltmeter (EVM) employs either solid-state analog or digital elements
for operation. The EVM is one of the most useful laboratory devices for the measure-
ment of voltage. It may be used for both ac and dc measurements and is particularly
valuable because of its high-input-impedance characteristics, which make it applica-
ble to the measurement of voltages in electronic circuits.

A block-diagram schematic of a simple EVM is shown in Fig. 4.42. The input
voltage is connected through appropriate terminals to the function switch. If a dc
voltage is to be measured, the signal is fed directly to the range selector switch oper-
ating as a voltage-divider circuit where the signal is reduced to a suitable range for
the succeeding amplifier circuit. The voltage signal from the voltage divider is then
applied to the amplifier stage, whose voltage output is used to drive a conventional
D’Arsonval movement or digital display for readout purposes. The output from the
amplifier stage could also be connected to a recorder, or oscilloscope, for the mea-
surement of transient voltages.

ac

dc dc

ac

Input

Common

Function
switch

Voltage divider
for ac

Rectifier circuit

Range-selector  switch
voltage-divider circuit

Voltmeter

ReadoutAmplifier
stage

To input
grid circuit

Figure 4.42 Block-diagram schematic of an electronic voltmeter.
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For an ac voltage measurement the signal is fed through a voltage divider and then
to a rectifier circuit, which produces a dc voltage proportional to the input ac signal.
The dc voltage is then impressed on the voltage-divider network of the range-selector
switch. The remainder of the circuit is the same as in the case of the dc measurement.

Various modifications of the above arrangement may be used, depending on the
range of voltages to be measured. For very low-voltage ac signals an amplification
stage may be added to the input instead of the voltage-divider arrangement. For
very low dc signals a chopper device might be used at the input to produce an ac
signal, which is more easily amplified to the voltage levels that may be handled with
conventional circuitry.

The important point is that the input impedance of the EVM is very high, usually
greater than 100 M�, so that the measured circuit is not loaded appreciably and indi-
cated voltage more closely represents the true voltage to be measured. Example 4.10
illustrates the influence that the meter can exert on a circuit and reduction in error of
measurement that can result when an EVM is used. It may be noted that a correction
may be made for the meter impedance when the impedance of the measured circuit
is known.

4.14 Digital Voltmeters

As mentioned earlier in this chapter, a wide variety of voltmeters are now available
that provide a digital output instead of the pointer-scale arrangement. A wide choice
of input-signal modifiers, ac-dc converters, resistance dc converters, amplifiers, and
more, is available so that, in a real sense, the digital voltmeter now enables the
experimentalist to make precision measurements over a broad range of variables. Not
surprisingly, the cost of digital voltmeters is directly related to their accuracy and
versatility.

Example 4.10 ERROR IN VOLTAGE MEASUREMENT. The voltage at points A and B is to be mea-
sured. A constant 100 V is impressed on the circuit as shown. Two meters are available for the
measurement: a small volt-ohmmeter with an internal impedance of 100,000 � and a range of
100 V, and an EVM with an input impedance of 17 M�.

100 V

0.5 M�

A

B

0.5 M�

(a)

Figure Example 4.10(a)
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Compare the error in measurement with each of these devices.

Solution

The true voltage, by inspection, is 50 V. With the volt-ohmmeter connected in the circuit, there
results

100 V

0.5 M�

A

B

0.5
M�

0.1 M�

(b)

Figure Example 4.10(b)

and the voltage at A and B is

EAB = 100
1/[(1/0.5)+ (1/0.1)]

1/[(1/0.5)+ (1/0.1)]+ 0.5

= 100

(
0.0833

0.833+ 0.5

)
= 14.3 V

or an error of −71 percent.
With the EVM connected in the circuit, there results

100 V

0.5 M�

A

B

0.5
M�

17 M�

(c)

Figure Example 4.10(c)

and the voltage at A and B is

EAB = 100
1/[(1/0.5)+ (1/17)]

1/[(1/0.5+ 1/17)]+ 0.5

= 100

(
0.4857

0.4857+ 0.5

)
= 49.27 V

or an error of −1.46 percent.
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4.15 The Oscilloscope

We have seen that the EVM offers the advantage that it can be used to measure voltage
without a substantial “loading” of the transducer or other source supplying the signal.
The cathode-ray oscilloscope (CRO) is similar to the EVM in that it also has a high-
input impedance and is a voltage-measuring device. In addition, the CRO is capable
of displaying voltage signals as functions of time.

The heart of any oscilloscope is the cathode-ray tube (CRT), which is shown
schematically in Fig. 4.43. Electrons are released from the hot cathode and accelerated
toward the screen by the use of a positively charged anode. An appropriate grid
arrangement then governs the focus of the electron beam on the screen. The exact
position of the spot on the screen is controlled by the use of the horizontal and vertical
deflection plates.Avoltage applied on one set of plates produces the x deflection, while
a voltage on the other set produces the y deflection. Thus, with appropriate voltages
on the two sets of plates, the electron beam may be made to fall on any particular spot
on the screen of the tube. The screen is coated with a phosphorescent material, which
emits light when struck by the electron beam. If the deflection of the beam against a
known voltage input is calibrated, the oscilloscope may serve as a voltmeter. Since
voltages of the order of several hundred volts are usually required to produce beam
deflections across the entire diameter of the screen, CRT is not directly applicable for
many low-level voltage measurements, and amplification must be provided to bring
the input signal up to the operating conditions for the CRT.

A schematic of the CRO is shown in Fig. 4.44. The main features are the CRT,
as described above, the horizontal and vertical amplifiers, and the sweep and syn-
chronization circuits. The sweep generator produces a sawtooth wave which may be
used to provide a periodic horizontal deflection of the electron beam, in accordance
with some desired frequency. This sweep then provides a time base for transient volt-
age measurements by means of the vertical deflection. Oscilloscopes provide internal
circuits to vary the horizontal sweep frequency over a rather wide range as well as
external connections for introducing other sweep frequencies. Internal switching is
also provided, which enables the operator of the scope to “lock” the sweep frequency
onto the frequency impressed on the vertical input. Provisions are also made for

Electron beam

Horizontal
deflection plates

Vertical
deflection plates

Fluorescent
screen

Cathode Anode

Y input
Sawtooth sweep

or X input

� �

Figure 4.43 Schematic diagram of a cathode-ray tube (CRT).
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Figure 4.44 Block-diagram schematic of an oscilloscope.
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Figure 4.45 Schematic illustrating use of oscilloscope for phase measurements.

external modulation of the intensity of the electron beam. This is sometimes called
the z-axis input. This modulation may be used to cause the trace to appear on the
screen during certain portions of a waveform and to disappear during other portions.
It may also be used to produce traces of a specified time duration on the screen of the
CRT so that a time base is obtained along with the waveform under study.

Adual-beam oscilloscope provides for amplification and display of two signals at
the same time, thereby permitting direct comparison of the signals on the CRT screen.

The CRO may be used to measure phase shift in an approximate fashion, as
shown in Fig. 4.45. An oscillator is connected to the input of the circuit under test.
The output of the circuit is connected to the CRO vertical input, whereas the oscillator
signal is connected directly to the horizontal input. The phase-shift angle φ may be
determined from the relation

φ = sin−1 B

A
[4.61]

where B and A are measured, as shown in Fig. 4.45. For zero phase shift the ellipse
will become a straight line with a slope of 45◦ to the right; for 90◦ phase shift it will
become a circle; and for 180◦ phase shift it will become a straight line with a slope
of 45◦ to the left.
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1 : 1 3 : 2 5 : 3 5 : 4 2 : 1 5 : 2 4 : 3 4 : 5

1 : 23 : 49 : 24 : 16 : 52 : 37 : 23 : 1

Figure 4.46 Lissajous diagrams for various frequency ratios as indicated.

The CRO offers a convenient means of comparing signal frequencies through
the use of Lissajous diagrams. Two frequencies are impressed on the CRO inputs,
one on the horizontal input and one on the vertical input. One of these frequencies
may be a known frequency as obtained from a variable frequency oscillator or signal
generator. If the two input frequencies are the same, the patterns that are displayed
on the CRT screen are called Lissajous diagrams. There is a distinct relationship that
governs the shape of these diagrams in accordance with the input frequencies:

Vertical input frequency

Horizontal input frequency

= Number of vertical maxima on Lissajous diagram

Number of horizontal maxima on Lissajous diagram
[4.62]

Some typical shapes for the Lissajous diagrams are shown in Fig. 4.46. It may be
noted that these shapes can vary somewhat depending on the phase relation between
the input signals.

Digital Oscilloscopes

We have seen in Sec. 4.2 that analog signals may be converted to digital signals through
a sampling process. The digital oscilloscope operates according to this principle.
Instead of displaying the analog signal directly, it first performs an analog-to-digital
conversion and then stores the digital signals in a buffer memory. The signal may
then be displayed on the CRT screen as points. With 12-bit conversion, 4096 vertical
data locations are available.

Because the digital signal is stored, it may be recalled and reexamined on an
expanded scale. In addition, the signal may be stored on inexpensive auxiliary devices
for later study and manipulation with a computer.

Sampling Oscilloscopes

Each oscilloscope is characterized by its manufacturer by a set of performance specifi-
cations. One of the most important is the maximum response frequency. This number
indicates the highest-frequency sinusoid which the instrument will be able to follow
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Figure 4.47 Waveforms in a sampling oscilloscope.

and display accurately. In terms of internal components, this maximum frequency
is primarily determined by the frequency response of the amplifiers used in the
oscilloscope.

A technique for examining higher frequencies, as long as they are repetitive, is
known as sampling and is the electronic equivalent of the stroboscope. Figure 4.47
illustrates the operation of a sampling oscilloscope. The first waveform shown is
repetitive and has a frequency which exceeds the maximum response rate of the oscil-
loscope amplifiers. In order to “slow” this waveform a series of electronic “snapshots”
are taken and displayed, as shown in the second waveform. This “sampling” occurs
at slightly later times in each cycle of the original waveform. As a consequence, the
oscilloscope is able to display a digital approximation of the original signal.

4.16 Oscilloscope Selection

Advances in digital oscilloscope technology have been staggering and offer so many
features as to be confusing even to an expert. In this section we shall outline a proce-
dure one might use for oscilloscope selection in the form of questions which should
be asked and some of the choices which may be available. This discussion is not to
imply that analog scopes do not have a valid place in the laboratory because they
have the advantage of immediate display of the signal as it occurs. Indeed, some
oscilloscopes are available which combine analog plus digital features.

hol29303_ch04_166-255.pdf   58hol29303_ch04_166-255.pdf   58 8/12/2011   3:23:13 PM8/12/2011   3:23:13 PM



224 C H A P T E R 4 • Basic Electrical Measurements and Sensing Devices

The discussion which follows is intended for coordination with the oscilloscope
manufacturer’s specifications.

1. The first step in selection of an oscilloscope is to determine the signal character-
istics which are to be studied.
a. The repetition rate of the signal should be determined: Is the signal a one-shot

occurrence or a repetitive waveform?
b. The frequency range of the signal should be determined along with the rise-

time characteristics which must be measured. The scope selection should be
based on the shortest rise time which is expected. The bandwidth is then
approximately 0.35 per rise time.

c. The vertical sensitivity required should be specified by the lowest voltage mea-
surement which will be performed. Obviously, the smaller the input voltage
the scope can accommodate, the higher the cost.

d. The dynamic range of the input signal should be established. This is commonly
expressed as zero to some upper voltage limit.

e. Set the requirements for dc offset. If a measurement is made of a signal with
a dynamic range of 1 V at a level of 40 V, then dc offset of 40 V should be
available so that the full dynamic range can be displayed full-size on the
screen.

f. The horizontal scan should be specified to take into account the largest time
which needs to be viewed and the smallest increment of time for viewing.
These variables will determine the timing resolution required.

2. In addition to the above specification of the signal characteristics to be studied, one
must also specify the overall accuracy which is required for the measurements.
Is only a minimal visual observation required or must one make very precise
waveform measurements? One may also specify multiple signal displays at the
same time. It is possible to have a relatively simple two-channel scope or ones
with over 100 input channels. Finally, there should be a specification of the storage
requirements and whether digital storage, processing, and hard-copy output are
desirable.

3. Once the signal characteristics and features are selected, one may then begin
to select from among the technologies which are available. We outline some of
these technologies in the paragraphs below:
a. Real-time digital sampling oscilloscope (DSO). In this scope the digitizer

samples the entire input waveform in one pass with a single trigger. This type
of scope is appropriate for one-shot signal applications.

b. Random equivalent time DSO. Equivalent sampling operates on a repetitive
signal to obtain a very large number of samples of the signal. In random
equivalent time sampling several samples are taken for each trigger over a large
number of trigger events. Because of the sampling process, the bandwidth of
the scope can far exceed its sampling rate. Bandwidths as high as 1 GHz are
available.

c. Analog and digital sequential sampling. In this application a repetitive signal
is required as in the random sampling above, except that only one sample
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is acquired for each trigger, with a constant delay after the trigger. For each
subsequent sample the trigger to sample interval is increased by a fixed time.
The fixed-time interval can be made as short as femtoseconds (1 fs = 10−15 s).
In these scopes the input is sampled prior to signal conditioning (amplification),
thus permitting very high bandwidths up to 14 GHz.

d. Analog scopes. The major advantage of an analog scope is that it gives a direct
representation of the signal and the fastest update possible. This results from
the fact that only beam retrace and trigger times are required between sweeps
and thus the scope operates thousands of times faster than the transferral of
data in and out of memory required in digital technology.

e. CRT storage. In a CRT storage oscilloscope the events are stored on the face
of the CRT screen itself. This storage technique is ideal for capturing transient
events.

f. Triggering capability. Several choices of triggering are available: auto-level-
triggering for “hands-off” operation; peak-to-peak auto triggering with
automatic-level limits; vertical mode triggering for stable viewing of two or
more signals unrelated in time; single-sweep operation to capture a transient
pulse for CRT photography; high- and low-frequency reject coupling for stable
triggering on noisy signals; and time-, level-, and event-qualified triggering to
capture a signal that is too high, too low, too wide, too narrow, too soon, too
late, missing, or extra.

To summarize the above three sections, we say that the scope will be selected
on the basis of bandwidth and rise time, sampling rate, horizontal resolution and
record rate, horizontal magnification, update rate to get ready for new triggering,
visual writing rate, the possibility of dual-time bases, vertical sensitivity, vertical
accuracy and resolution, and the triggering capability. Once these specifications are
met (which are quite formidable), we may then select one or more of the following
special features:

1. Automatic setup. With this feature, a single button optimizes settings to acquire
and display a signal. The proper sweep speed, vertical deflection, trigger level,
position, and intensity are automatically calculated for a usable display.

2. Store/recall. This feature allows the operator to store oscilloscope settings in
memory for later recall. This is very useful when certain operations are to be
repeated. It is akin to driver’s seat memory on luxury automobiles.

3. On-board countertime and digital multimeter (DMM). This feature may be built
into the scope to allow one to make frequency, period, width, rise-fall time, and
propagation delay determinations at the touch of a button. All of this can be
accomplished at the same time the operator is viewing the signal.

4. On-board waveform calculations. Depending on the scope selected (and cost),
this feature can provide elaborate waveform calculations, including differentia-
tion, integration, interpolation, smoothing, averaging, waveform passfail, stan-
dard waveform math, and fast Fourier transforms.
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5. Record capabilities. In addition, the various parameters may be recorded and
stored on floppy disks for later data processing or hard-copy printout.

From the above discussion it is obvious that the oscilloscope measurement capa-
bilities available to the experimentalist are almost boundless. Because of the rapid
development in this area of technology, an individual will be well advised to consult
appropriate manufacturer’s representatives for up-to-date information.

4.17 Output Recorders

The output of an electronic circuit or meter may be recorded in a number of ways. The
storage oscilloscope is useful for recording dynamic signals for later analysis. Any
number of connecting devices make it possible to store output in a desktop or laptop
computer, portable magnetic hard drives, recording CDs, digital tape recorders, and
video tape recorders for visual displays. Low-frequency signals may be recorded on
strip-chart recorders that employ self-balancing potentiometric circuits and mecha-
nisms. These devices are only applicable up to about 5 Hz but are very useful for
recording thermocouple outputs and other low-voltage signals, or in applications
where an immediate display is available for an extended time period of measurement.

The relatively low costs of digital storage of information suggest that this mode
of output recording will be even more prevalent in the future. Some relative values for
storage capability for digital media are digital flash memory “sticks” (approximately
13× 50 mm); 256 GB, writable CD; 700 MB, writable DVD; 9 GB, and digital hard
drives in excess of 3 TB.

4.18 Counters—Time and Frequency

Measurements

The engineer is called upon to perform counting-rate and frequency measurements
over an extremely broad range of time intervals. A determination of revolutions per
minute (rpm) on a slow-speed diesel engine might involve a simple mechanical rev-
olutions counter and a hand-operated stopwatch. In this case the accuracy of the
measurement would depend on the human-response time in starting and stopping
the watch (about 0.2 s). The same measurement performed on an automobile engine
might utilize an electric transducer which generates a pulse for each revolution of the
engine. The pulses could be fed to some type of counting device, which would estab-
lish the number of pulses produced for a given increment of time. The accuracy of
measurement would again depend on the accuracy of the specification of the time inter-
val. In both of these simple cases a circular frequency measurement is being performed
through the combination of a counting measurement and time-interval measurement.
Most frequency measurements are performed by some type of counting operation.

A large variety of electronic counters is available commercially. These instru-
ments have internal circuitry which enables them to be used for measurement of
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frequency, period, or time intervals over a very wide range. These instruments usu-
ally contain four sets of internal circuits:

1. Input-signal conditioning circuits, which transform the input signal into a series
of pulses for counting.

2. The time base, which provides precise time increments during which the pulses
are counted.

3. A signal “gate,” which starts and stops the counting device.

4. A counter and display, which counts the pulses and provides a digital readout.

4.19 Transducers

A large number of devices transform values of physical variables into equivalent
electrical signals. Such devices are called transducers and have been mentioned fre-
quently in the preceding sections of this chapter. We shall now discuss some of the
more widely used transducers and their principles of operation. Table 4.3 presents
a compact summary of transducer characteristics, and the reader should consult this
table throughout the following discussions to maintain an overall perspective. It may
be noted that the subsequent paragraphs will be primarily concerned with principles of
operation and will not cover much of the detailed information contained in Table 4.3.
Thus, the written discussion and tabular presentation are complementary and should
be used jointly.

The discussion that follows in this chapter is concerned primarily with electric
effects of transducers. Other transducers of a more specialized nature (thermocouples,
strain gages, pressure transducers, and nuclear radiation detectors) will be discussed
in subsequent chapters.

4.20 The Variable-Resistance Transducer

The variable-resistance transducer is a very common device which may be constructed
in the form of a moving contact on a slide-wire or a moving contact that moves through
an angular displacement on a solid conductor like a piece of graphite. The device may
also be called a resistance potentiometer or rheostat and is available commercially
in many sizes, designs, and ranges. Costs can range from a few cents for a simple
potentiometer used as a volume control in a radio circuit to hundreds of dollars for a
precision device used for accurate laboratory work.

The variable-resistance transducer fundamentally is a device for converting either
linear or angular displacement into an electric signal; however, through mechanical
methods it is possible to convert force and pressure to a displacement so that the
device may also be useful in force and pressure measurements.
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Table 4.3 Summary of transducer characteristics

Type of Transducer
and Principle of Input-Impedance Error and Noise
Operation Type of Input Input Range or Level Characteristics Input Sensitivity Characteristics

Variable resistance: Linear displacement or Minimum level as low as Varies widely, depending Commercial Deviation from
Movement of contact on angular displacement 0.1% of total resistance on the total resistance potentiometers can nonlinearity of the order
slide-wire; also called characteristics and have sensitivity of less of 0.5% of total
resistance physical size than 0.002 in, or 0.2◦ in resistance. Noise is
potentiometers an angular usually negligible of the

measurement order of 10 μV at the
contact. Noise increases
with “chatter” of
contact

Differential transformer: Linear displacement Total range from ±0.005 Depends on size; forces 0.5% of total input range Deviation from linearity
See fig. and text to ±3 in from 0.1 to 0.3 g about 0.5%; generally
discussion; linear usually required accurate to ±1%
variable differential
transformer most widely
used; converts
displacement to voltage

Capacitive transducer: Displacement or change Very broad; from The input force Highly variable; can Errors may result from

Variable distance in dielectric constant 10−8cm to several requirements are very obtain sensitivities of careless mechanical
between plates between plates; also meters small, of the order of a the order of construction, humidity
registered as a change in change in area of few dynes 1 pF/0.0001 in for variations, noise, and
capacitance plates airgap measurements stray capacitance in

of displacement cable connections

Piezoelectric effect: Force Force or stress Varies widely with crystal Input force requirements Varies with material: Subject to hysteresis and
impressed on crystals material; see sensitivity are relatively large Quartz 0.05 V ·m/N temperature effects
with asymmetrical compared with other Rochelle salt
charge distributions transducers 0.15 V ·m/N
produces a potential Barium titanate
difference at the surface 0.007 V ·m/N
of the crystal

Photoelectric effect: Light Light Wavelength range Not applicable Vacuum tubes: Depends on plate voltage
striking metal cathode depends on glass-tube 0.002–0.1 μA/μW but of the order of

causes liberation of enclosure; Gas-filled tubes: 10−8 A at room
electrons which may be photoemissive 0.01–0.15 μA/μW temperature
attracted to anode to materials respond
produce electric current between 0.2 and

0.8 μm

Photoconductive Light Very broad; from thermal Not applicable About 300 μA/μW at Very low noise, usually less
transducer: Light radiation through the maximum sensitivity of than associated circuit
striking a semiconductor x-ray region the device
material, such as
selenium, metallic
sulfides, or germanium,
produces a decrease in
resistance of the
material

Photovoltaic cell: Light Light Depends on material: Not applicable 1 mA/lm or Low noise

falling upon a selenium 0.2–0.7 μm 10−7 W/cm2 · lm
semiconducting material CuO 0.5–1.4 μm
in contact with a metal germanium 1.0–1.7 μm
plate produces a
potential

Ionization transducer: Displacement, Less than 1 mm to several Small force required 1–10 V/mm Can be accurate to
Displacement converted 0.1–10 MHz excitation inches microinches
to voltage through a frequency
capacitance change

Magnetometer search coil: Changing magnetic field 10−3 oersted to highest Not applicable Depends on coil Accuracies of 0.05% have
Changing magnetic field values obtainable dimensions but can be been obtained
impressed on coil of the order of 10−5

generates an emf oersted
proportional to the time
rate of change of the
field

Hall-effect transducer: Magnetic field 1–20,000 gauss Not applicable Depends on plate Can be calibrated
Magnetic field impressed thickness and current; within 1%
on a plate carrying an of the order of

electric current −1× 10−8 V · cm/A · G
generates a potential for bismuth
difference in a direction
perpendicular to both
the current and the
magnetic field
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4.20 The Variable-Resistance Transducer 229

Frequency Output Range Output-Impedance
Response Temperature Effects Type of Output or Level Characteristics Application Remarks

Generally not above 0.002–0.15% ◦C−1 Voltage or current Wide Variable Used for Simple, inexpensive,
3 Hz for commercial due to a change in depending on measurement of easy to use, many
potentiometers resistance; also, connecting circuit displacement types available

some commercially
thermoelectric
effects depending
on types of
contacts used

Frequency of applied Small influence of Voltage proportional 0.4–4.0 mV/ Mainly resistive; low Used for Simple, rugged,
voltage must be temperature may to input 0.001 in/V input to medium measurement of inexpensive, high
10 times desired be reduced by displacement depending on impedance, as low displacement output, requires
response; using a thermistor frequency; lower as 20 �, depends simple accessory
mechanical circuit frequency on size equipment. Care
limitations also produces lower must be taken to

output eliminate stray
magnetic fields

Depends strongly on Not strong if design Capacitance Usually between Usually 103−107 � Displacement, area High-output

mechanical allows for effects 10−3 and 103 pF liquid level, impedance may
construction but change in pressure, require careful
may go to 50,000 Hz capacitance over sound-level construction of

output range measurements, and output circuitry
others. Particularly
useful where small
forces are available
for driving the
transducer

Depends on external Wide variation in Voltage proportional Wide, depends on High, of the order of Measurement of Simple, inexpensive,

circuitry and crystals properties to input force crystal size and 103 M� force, pressure, rugged
mechanical with temperature material; see sound level
mounting: sensitivity; can (microphone use)
20–20 kHz easily have output of
obtained; no several volts
response to
steady-state forces

Linear 0–500 Hz; Generally not Current Of the order of 2 μA High, of the order of Very useful for Inexpensive, high
current response operable above 10 M� counting purposes output
drops off 15% at 75–100◦C
10,000 Hz

Rise time varies widely Response to longer Current drawn in the Depends on incident High, varies from Widely used for Fairly expensive; calls

with material and wavelengths external circuit intensity; see input 1−103 M�; in radiant for precise circuitry
incident radiation increases with sensitivity commercial measurements at to utilize its full
from 50 μs to reduction in devices all wavelengths potential
minutes temperature

Rise time of the order Variations of 10% Voltage 100–250 mV in 3,000–10,000 � Widely used for Inexpensive, nonlinear
of 1 μs, response over 40◦C, range normal room light; capacitance of the exposure meters, behavior, some
into the megahertz depending on selenium cells up order of selenium cells, aging effects

range external resistance to 500 V at high 0.05 μF/cm2 in responds to x-rays
load illumination selenium cells

0–3000 Hz Small Voltage Depends on High, of the order of Can be used where Relatively insensitive
excitation circuit; 1 M� accurate to frequency of
see input measurement of excitation circuitry
sensitivity displacement is

needed

0 to radiofrequency Small Voltage Depends on coil size: Depends on coil size Measurement of Simple, although
see input magnetic field accurate, coil
sensitivity dimensions must be

maintained for high
accuracy

High Large but can be Voltage Millivolts and Low, of the order of Measurement of Each transducer
calibrated microvolts 100 � for a magnetic field usually must be

bismuth detector calibrated because
of nonuniformity in
semiconductors used
for construction
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230 C H A P T E R 4 • Basic Electrical Measurements and Sensing Devices

4.21 The Differential Transformer (LVDT)

A schematic diagram of the differential transformer is shown in Fig. 4.48 Three coils
are placed in a linear arrangement as shown with a magnetic core which may move
freely inside the coils. The construction of the device is indicated in Fig. 4.49. An
alternating input voltage is impressed in the center coil, and the output voltage from the
two end coils depends on the magnetic coupling between the core and the coils. This
coupling, in turn, is dependent on the position of the core. Thus, the output voltage of
the device is an indication of the displacement of the core. As long as the core remains
near the center of the coil arrangement, the output is very nearly linear, as indicated in
Fig. 4.50. The linear range of commercial differential transformers is clearly specified,
and the devices are seldom operated outside this range. When operating in the linear
range, the device is called a linear variable differential transformer (LVDT). Near the
null position a slight nonlinearity condition is encountered, as illustrated in Fig. 4.51.
It will be noted that Fig. 4.50 considers the phase relationship of the output voltage,
while the “V” graph in Fig. 4.51 indicates the absolute magnitude of the output. There
is a 180◦ phase shift from one side of the null position to the other.

Output
voltageEo

Ei

Displacement
Secondary coils

Primary coils

Core

Input voltage

Figure 4.48 Schematic diagram of a differential transformer.

Protective shield Insulating form

Core

Cross
section

Primary coil
Secondary coils

��

Figure 4.49 Construction of a commercial linear variable differential transformer
(LVDT). (Courtesy of Schaevitz Engineering Company.)
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Core position

Core displacement

Voltage out

Voltage out,
opposite phase

Core at A Core at BCore at 0
(Null position)

(a) (b) (c)

Figure 4.50 Output characteristics of an LVDT, according to Ref. [5].
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Figure 4.51 V graph for an LVDT showing slight nonlinear behavior in the null region,
according to Ref. [5].
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232 C H A P T E R 4 • Basic Electrical Measurements and Sensing Devices

The frequency response of LVDTs is primarily limited by the inertia characteris-
tics of the device. In general, the frequency of the applied voltage should be 10 times
the desired frequency response.

Commercial LVDTs are available in a broad range of sizes and are widely used
for displacement measurements in a variety of applications. Force and pressure mea-
surements may also be made after a mechanical conversion. Table 4.3 indicates the
general characteristics of the LVDT. The interested reader should consult Ref. [5] for
more detailed information.

4.22 Capacitive Transducers

Consider the capacitive transducer shown in Fig. 4.52. The capacitance (in picofarads)
of this arrangement is given by

C = 0.225ε
A

d
[4.63]

where d= distance between the plates, in or cm
A= overlapping area, in2 or cm2

ε= dielectric constant (ε = 1 for air; ε = 3 for plastics)

The constant 0.225 is 0.0885 when the area is in square centimeters and the separation
distance is in centimeters.

This plate arrangement may be used to measure a change in the distance d through
a change in capacitance. A change in capacitance may also be registered through a
change in the overlapping area A resulting from a relative movement of the plates in
a lateral direction or a change in the dielectric constant of the material between the
plates. The capacitance may be measured with bridge circuits. The output impedance
of a capacitor is given by

Z = 1

2πfC
[4.64]

where Z = impedance, �
f = frequency, Hz
C = capacitance, F

In general, the output impedance of a capacitive transducer is high; this fact may call
for careful design of the output circuitry to avoid loading.

d

Dielectric

Overlapping area, A

Figure 4.52 Schematic of a capacitive transducer.
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4.22 Capacitive Transducers 233

Liquid level

Figure 4.53 Use of a capacitive transducer for liquid-level measurement.

The capacitive transducer may be used for displacement measurements through
a variation of either the spacing distance d or the plate area. It is commonly used
for liquid-level measurements, as indicated in Fig. 4.53. Two electrodes are arranged
as shown, and the dielectric constant varies between the electrodes according to the
liquid level. Thus, the capacitance between the electrodes is a direct indication of
the liquid level. A charge amplifier may be used to increase the signal level before
transmission to readout circuits.

Example 4.11SENSITIVITY OF CAPACITIVE TRANSDUCER. Acapacitive transducer is constructed
of two 1-in2 plates separated by a 0.01-in distance in air. Calculate the displacement sensitivity
of such an arrangement. The dielectric constant for air is 1.0006.

Solution

The sensitivity is found by differentiating Eq. (4.64).

S = ∂C

∂d
= −0.225εA

d2

Thus, S = − (0.225)(1.0006)(1)

(0.01)2
= −2.25× 103 pF/in

Example 4.12UNCERTAINTY FOR CAPACITIVE TRANSDUCER. For the capacitive transducer in
Example 4.11 the allowable uncertainty in the spacing measurement is wd = ±0.0001 in, while
the estimated uncertainty in the plate area is ±0.005 in2. Calculate the tolerable uncertainty
in the capacitance measurement in order to achieve the allowable uncertainty in the spacing
measurement.

Solution

Solving Eq. (4.64) for d, we have

d = 0.225
εA

C
[a]

Making use of Eq. (3.2), we obtain

wd

d
=

[(
wc

C

)2

+
(

wA

A

)2
]1/2

[b]
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We have
wd

d
= 0.0001

0.01
= 0.01

wA

A
= 0.005

1.0
= 0.005

so that
wc

C
= 0.00866 = 0.866%

The nominal value of C is

C = (0.255)(1.0006)(1.0)

0.01
= 22.513 pF

so that the tolerable uncertainty in C is

wC = (22.513)(0.00866) = ±0.195 pF

4.23 Piezoelectric Transducers

Consider the arrangement shown in Fig. 4.54.Apiezoelectric crystal is placed between
two plate electrodes. When a force is applied to the plates, a stress will be produced in
the crystal and a corresponding deformation. With certain crystals this deformation
will produce a potential difference at the surface of the crystal, and the effect is
called the piezoelectric effect. The induced charge on the crystal is proportional to
the impressed force and is given by

Q = dF [4.65]

where Q is in coulombs, F is in newtons, and the proportionality constant d is called
the piezoelectric constant. The output voltage of the crystal is given by

E = gtp [4.66]

where t is the crystal thickness in meters, p is the impressed pressure in newtons per
square meter, and g is called voltage sensitivity and is given by

g = d

ε
[4.67]

t

A

p

E � gtp

Crystal

Figure 4.54 The piezoelectric effect.
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4.23 Piezoelectric Transducers 235

Table 4.4 Piezoelectric constants

Charge Voltage
Sensitivity d, Sensitivity g,

C/m2 V/m
Material Orientation N/m2 N/m2

Quartz X cut; length along Y 2.25× 10−12 0.055
length longitudinal

X cut; thickness − 2.04 −0.050
longitudinal

Y cut; thickness shear 4.4 −0.108
Rochelle salt X cut 45◦; length 435.0 0.098

longitudinal
Y cut 45◦; length − 78.4 −0.29

longitudinal
Ammonium dihydrogen Z cut 0◦; face shear 48.0 0.354

phosphate Z cut 45◦; length 24.0 0.177
longitudinal

Commercial barium titanate Parallel to polarization 86–130 0.011
Perpendicular to polarization −56 0.005

Lead zirconate titanate Parallel to polarization 190–580 0.02–0.03
Lead metaniobate Parallel 80 0.036

Values of the piezoelectric constant and voltage sensitivity for several common
piezoelectric materials are given in Table 4.4.

The voltage output depends on the direction in which the crystal slab is cut in
respect to the crystal axes. In Table 4.4 an X (or Y ) cut means that a perpendicular to
the largest face of the cut is in the direction of the x axis (or y axis) of the crystal.

Piezoelectric crystals may also be subjected to various types of shear stresses
instead of the simple compression stress shown in Fig. 4.54, but the output voltage
is a complicated function of the exact crystal orientation. Piezoelectric crystals are
used as pressure transducers for dynamic measurements. General information on the
piezoelectric effect is given in Refs. [1], [23], and [24].

Example 4.13OUTPUT OF A PIEZOELECTRIC PRESSURE TRANSDUCER. A quartz piezoelectric
crystal having a thickness of 2 mm and a voltage sensitivity of 0.055 V ·m/N is subjected to a
pressure of 200 psi. Calculate the voltage output.

Solution

We calculate the voltage output with Eq. (4.66):

p = (200)(6.895× 103) = 1.38× 106 N/m2

t = 2× 10−3 m

Thus, E = (0.055)(2× 10−3)(1.38× 106) = 151.8 V
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4.24 Photoelectric Effects

Aphotoelectric transducer converts a light beam into a usable electric signal. Consider
the circuit shown in Fig. 4.55. Light strikes the photoemissive cathode and releases
electrons, which are attracted toward the anode, thereby producing an electric current
in the external circuit. The cathode and anode are enclosed in a glass or quartz enve-
lope, which is either evacuated or filled with an inert gas. The photoelectric sensitivity
is defined by

I = S� [4.68]

where I = photoelectric current
� = illumination of the cathode
S = sensitivity

The sensitivity is usually expressed in units of amperes per watt or amperes per lumen.
Photoelectric-tube response to different wavelengths of light is influenced by

two factors: (1) the transmission characteristics of the glass-tube envelope and (2) the
photoemissive characteristics of the cathode material. Photoemissive materials are
available which will respond to light over a range of 0.2 to 0.8 μm. Most glasses
transmit light in the upper portion of this range, but many do not transmit below
about 0.4 μm. Quartz, however, transmits down to 0.2 μm. Various noise effects are
present in photoelectric tubes, and the interested reader should consult the discussion
by Lion [2] for more information, as well as Ref. [25].

Photoelectric tubes are quite useful for measurement of light intensity. Inexpen-
sive devices can be utilized for counting purposes through periodic interruption of a
light source.

4.25 Photoconductive Transducers

The principle of the photoconductive transducer is shown in Fig. 4.56. A voltage
is impressed on the semiconductor material as shown. When light strikes the semi-
conductor material, there is a decrease in the resistance, thereby producing an increase

� �

Light
Anode

Cathode

I R E

Figure 4.55 The photoelectric effect.
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� �

Light

Semiconductor
material

Ammeter

E

Figure 4.56 Schematic of a photoconductive transducer.

in the current indicated by the meter. A variety of substances are used for photocon-
ductive materials, and a rather detailed discussion of the pertinent literature on the
subject is given in Refs. [2], [6], [23], and [25].

Photoconductive transducers enjoy a wide range of applications and are useful for
measurement of radiation at all wavelengths. It must be noted, however, that extreme
experimental difficulties may be encountered when operating with long-wavelength
radiation, and some of them are discussed in Chap. 12 concerning measurement of
thermal radiation.

The responsivity Rv of a detector is defined as

Rv = rms output voltage

rms power incident upon the detector
[4.69]

The noise-equivalent power (NEP) is defined as the minimum-radiation input that
will produce a S/N ratio of unity. The detectivity D is defined as

D = Rv

rms noise-voltage output of cell
[4.70]

The detectivity is the reciprocal of NEP. A normalized detectivity D∗ is defined as

D∗ = (A 	f)1/2D [4.71]

where A is the area of the detector and 	f is a noise-equivalent bandwidth. The
units of D∗ are usually cm · Hz1/2/W, and the term is used in describing the perfor-
mance of detectors so that the particular surface area and bandwidth will not affect the
results. Figures 4.57 and 4.58 illustrate the performance of several photoconductive
detectors over a range of wavelengths. In these figures the wavelength is expressed
in micrometers, where 1 μm = 10−6 m. The symbols represent lead sulfide (PbS),
lead selenide (PbSe), lead telluride (PbTe), indium antimonide (InSb), and gold- and
antimony-doped germanium (Ge:Au, Sb). For these figures D∗ is a monochromatic
detectivity for an incident radiation, which is chopped at 900 Hz and a 1-Hz
bandwidth.

The lead-sulfide cell is very widely used for detection of thermal radiation in
the wavelength band of 1 to 3 μm. By cooling the detector more favorable response
at higher wavelengths can be achieved up to about 4 or 5 μm. For measurements at
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Figure 4.57 Absolute spectral response of typical detectors at room temperature,
according to Ref. [6].
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Figure 4.58 Absolute spectral response of typical detector cooled to liquid nitrogen
temperature, (−195◦C) according to Ref. [7].
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longer wavelengths the indium-antimonide detector is preferred, but it has a lower
detectivity than lead sulfide. Some of the applications of these cells are discussed in
Chap. 12.

Example 4.14DETECTIVITY OF PHOTOCONDUCTIVE TRANSDUCER. Calculate the incident ra-
diation at 2 μm that is necessary to produce a signal-to-noise (S/N) ratio of 40 dB with a
lead-sulfide detector at room temperature, having an area of 1 mm2.

Solution

We first insert Eqs. (4.69) and (4.70) in Eq. (4.71) to express the detectivity in terms of voltages
and incident power. Thus,

D∗ = (A 	f)1/2 Eo

Enoise

1

Pincident
[a]

From Fig. 4.57, D∗ = 1.5 × 1011 cm · Hz1/2/W for 	f = 1 Hz. For a S/N ratio of 40 dB we
have

40 = 20 log
Eo

Enoise

so that
Eo

Enoise
= 100

Using A = 10−2 cm2, Eq. (a) yields

1.5× 1011 = (10−2)1/2(1)(100)

Pincident

Thus, Pincident = 6.7× 10−11 W

4.26 Photovoltaic Cells

The photovoltaic-cell principle is illustrated in Fig. 4.59. The sandwich construc-
tion consists of a metal base plate, a semiconductor material, and a thin transparent

�

�

Light

Metallic
base plate

Semiconductor
material

Thin transparent
metal layer

R Eo

Figure 4.59 Schematic diagram of a photovoltaic cell.
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metallic layer. This transparent layer may be in the form of a sprayed, conducting
lacquer. When light strikes the barrier between the transparent metal layer and the
semiconductor material, a voltage is generated as shown. The output of the device is
strongly dependent on the load resistance R. The open-circuit voltage approximates
a logarithmic function, but more linear behavior may be approximated by decreasing
the load resistance.

Perhaps the most widely used application of the photovoltaic cell is the light ex-
posure meter in photographic work. The logarithmic behavior of the cell is a decided
advantage in such applications because of its sensitivity over a broad range of light
intensities. Further information concerning photovoltaic and photoconductive detec-
tors is available in Refs. [23], [24], and [25]. A discussion of CCD (charge-coupled-
device) and CMOS (complementary-metal-oxide-semiconductor) sensors employed
in digital photography systems is given in Appendix B.

4.27 Ionization Transducers

A schematic of the ionization transducer is shown in Fig. 4.60. The tube contains a gas
at low pressure while the RF generator impresses a field on this gas. As a result of the
RF field, a glow discharge is created in the gas, and the two electrodes 1 and 2 detect
a potential difference in the gas plasma. The potential difference is dependent on the
electrode spacing and the capacitive coupling between the RF plates and the gas.
When the tube is located at the central position between the plates, the potentials on
the electrodes are the same; but when the tube is displaced from this central position,
a dc potential difference will be created. Thus, the ionization transducer is a useful
device for measuring displacement. Some of the basic operating characteristics are
given in Table 4.3, and a detailed description of the output characteristics is given by
Lion [2].

E

Gas-filled
tube

Displacement, x

Plates

1 2

RF
Generator

Figure 4.60 Schematic diagram of an ionization-displacement transducer.
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4.28 Magnetometer Search Coil 241

4.28 Magnetometer Search Coil

A schematic of the magnetometer search coil is shown in Fig. 4.61. A flat coil with
N turns is placed in the magnetic field as shown. The length of the coil is L, and the
cross-section area is A. The magnetic field strength H and the magnetic flux density
B are in the direction shown, where

B = μH [4.72]

and μ is the magnetic permeability. The voltage ouput of the coil E is given by

E = NA cos α
dB

dt
[4.73]

where α is the angle formed between the direction of the magnetic field and a line
drawn perpendicular to the plane of the coil. The total flux through the loop is

φ = A cos αB [4.74]

so that E = N
dφ

dt
[4.75]

Note that the voltage output of the device is dependent on the rate of change of the
magnetic field and that a stationary coil placed in a steady magnetic field will produce
a zero-voltage ouput. The search coil is thus a transducer that transforms a magnetic
field signal into a voltage.

In order to perform a measurement of a steady magnetic field it is necessary to
provide some movement of the search coil. A typical method is to use a rotating coil,
as shown in Fig. 4.62. The rms value of the output voltage for such a device is

Erms = 1√
2
NABω [4.76]

Cross-sectional
area, A

E

Length, L

H, B, �

Figure 4.61 Schematic of a magnetometer search coil.
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�

Axis of
rotation

Coil
length,

L

H, B

Figure 4.62 Use of a rotating search coil for measurement of steady-state
magnetic fields.

where ω is the angular velocity of rotation. Oscillating coils are also used. The ac-
curacy of the search coil device depends on the accuracy with which the dimensions
of the coil are known. The coil should be small enough so that the magnetic field is
constant over its area.

In the above equations the magnetic flux density is expressed in webers per
square meter, the area is in square meters, the time is in seconds, the magnetic flux is
in webers, the magnetic field strength (magnetic intensity) is in amperes per meter,
and the magnetic permeability for free space is 4π× 10−7 H/m. An alternative set of
units uses B in gauss, H in oersteds, A in centimeters squared, and μ in abhenrys per
centimeter. The magnetic permeability for free space in this instance is unity.

Example 4.15 ROTATING SEARCH COIL. A rotating search coil has 10 turns with a cross-sectional
area of 5 cm2. It rotates at a constant speed of 100 rpm. The output voltage is 40 mV. Calculate
the magnetic field strength.

Solution

According to Eq. (4.76)

B =
√

2Erms

NAω
=

√
2(0.04)

(10)(5× 10−4)[(100)(2π)/60]

= 1.08 Wb/m2

H = B

μ
= 1.08

4π × 10−7

= 8.6× 105 A/m

4.29 Hall-Effect Transducers

The principle of the Hall effect is indicated in Fig. 4.63. A semiconductor plate
of thickness t is connected as shown so that an external current I passes through

hol29303_ch04_166-255.pdf   77hol29303_ch04_166-255.pdf   77 8/12/2011   3:23:14 PM8/12/2011   3:23:14 PM
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the material. When a magnetic field is impressed on a plate in a direction perpendicular
to the surface of the plate, there will be a potential EH generated as shown. This
potential is called the Hall voltage and is given by

EH = KH

IB

t
[4.77]

where I is in amperes, B is in gauss, and t is in centimeters. The proportionality
constant is called the Hall coefficient and has the units of volt-centimeters per ampere-
gauss. Typical values of KH for several materials are given in Table 4.5.

t

EH

I

B

Figure 4.63 The Hall effect.

Table 4.5 Hall coefficients for different materials1

KH,
V·

Material Field Strength, G Temp., ◦C A ·G

AS 4,000–8,000 20 4.52× 10−11

C 4,000–11,000 Room −1.73× 10−10

Bi 1,130 20 − 1× 10−8

Cu 8,000–22,000 20 −5.2 × 10−13

Fe 17,000 22 1.1× 10−11

n-Ge 100–8,000 25 −8.0 × 10−5

Si 20,000 23 4.1× 10−8

Sn 4,000 Room −2.0 × 10−14

Te 3,000–9,000 20 5.3× 10−7

1According to Lion [2].

hol29303_ch04_166-255.pdf   78hol29303_ch04_166-255.pdf   78 8/12/2011   3:23:14 PM8/12/2011   3:23:14 PM



244 C H A P T E R 4 • Basic Electrical Measurements and Sensing Devices

Example 4.16 HALL-EFFECT VOLTAGE OUTPUT. A Hall-effect transducer is used for the measure-
ment of a magnetic field of 5000 G. A 2-mm slab of bismuth is used with a current of 3 A.
Calculate the voltage output of the device.

Solution

We use Eq. (4.77) and the data of Table 4.5:

EH = KH

IR

t

= (−1× 10−8)(3)(5000)

(2× 10−1)

= −7.5× 10−4 V

4.30 Digital Displacement Transducers

A digital displacement transducer can be used for both angular and linear measure-
ments. In Fig. 4.64 an angular measurement device is shown. As the wheel rotates,
light from the source is alternately transmitted and stopped, thereby submitting a
digital signal to the photodetector. The signal is then amplified and sent to a counter.
The number of counts is proportional to angular displacement. The frequency of the
signal is proportional to angular velocity. Sensitivity of the device may be improved
by increasing the number of cutouts.

A linear transducer which operates on a reflection principle is shown in Fig. 4.65.
Small reflecting strips are installed on the motion device. Light from the source
is then alternately reflected and absorbed with linear motion, thereby presenting a
digital signal to the photodetector. Readout is the same as with the angular instrument.
Calibration with a known displacement standard must be performed.

Amplifier

Photodetector

Light
source

Shaft

Cutouts

Counter

Figure 4.64 Digital transducer for angular displacement.
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Light
source

x

x

Reflecting
strips

Pho
tod

ete
cto

r

Figure 4.65 Digital transducer for linear displacement.

4.31 Comparison of Analog and

Digital Instruments

As most instrument circuits and readout devices employ digital techniques one might
automatically assume that everything should be converted to digital. But analog
instruments have their place too. For example, when balancing a circuit to obtain
a null condition, an analog instrument may be easier to use. When a panel of instru-
ments is used to indicate the operating condition of a complicated plant or process,
analog instruments may be preferable because a trained operator can visually sense
the position of all the indicators more quickly than with several digital readouts.

Most physical measurements, such as those of resistance, voltage, force, and
displacement, occur in the form of some analog signal. Certainly, if direct computer
processing of the data is to be performed, analog-to-digital conversion must be per-
formed, and a wide variety of commercial equipment is available for such conversion.

4.32 Summary

This chapter began by considering the basic physical phenomena which underlie
electrical instruments and circuits. We then examined the meaningful measures which
can be used to characterize time-varying waveforms. The basic instrumentation, both
analog and digital, used to measure these waveforms was discussed.

This set the stage for an examination of the general experimental setting in which
measurements are made with the assistance of electronic systems. In general, the
value of the particular physical property of interest is converted to an electrical signal
by some suitable transducer, and the output of this transducer is fed into an input
circuit. This circuit is intended to couple efficiently the transducer’s signal to the
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additional equipment which is necessary to reduce the effects of noise upon the
signal’s distinguishability, transmit the signal, and display its form.

4.33 Review Questions

4.1. What is the “bridge” between electric current and mechanical force?

4.2. State the differences between analog and digital representations of signals.

4.3. Why is the root-mean-square value of a periodic waveform useful?

4.4. How does an electrodynamometer differ from a D’Arsonval meter? What ad-
vantages does it have over the D’Arsonval meter?

4.5. How do measurements of alternating currents differ from measurements of
direct currents?

4.6. How are very high-frequency currents measured?

4.7. What are the applications for an electrostatic voltmeter?

4.8. How can an ammeter be converted to a voltmeter?

4.9. What are the advantages of digital instruments?

4.10. How is the current-sensitive input circuit dependent on internal meter
impedance?

4.11. What is meant by a ballast circuit? How does it differ from a voltage-divider
circuit?

4.12. What are the advantages of a high-meter impedance when it is used with a
voltage-divider circuit?

4.13. What is meant by loading error?

4.14. Why does the internal resistance of the galvanometer not influence the reading
in a potentiometer circuit?

4.15. Differentiate between a bridge operated on the null principle and on the deflec-
tion principle.

4.16. What is meant by a voltage-sensitive deflection-bridge circuit?

4.17. How can an operational amplifier be used to average two inputs?

4.18. What purpose does a voltage follower serve?

4.19. How do transformers aid in matching impedances?

4.20. Why are dc power supplies needed?

4.21. How does the decibel notation for voltage level differ from that for power level?

4.22. What is the function of the phase-sensitive detector in a lock-in amplifier?

4.23. Why is an EVM useful for electrical measurements?

4.24. Why are sampling oscilloscopes used?

4.25. What are the advantages of digital oscilloscopes and digital recorders?
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4.34 Problems

4.1. Expand Eq. (4.12) in series form and indicate the relation which may be used
to obtain a linear approximation for the current as a function of the transducer
resistance R. Also, show the error which results from this approximation.

4.2. A charged particle (q = 0.5 C) is moving with a velocity of 10 m/s in a magnetic
field of 10 Wb/m2.
(a) What is the magnitude of the largest force the charge can experience under

these conditions?
(b) What is a physical geometry in which the particle will experience no force?

4.3. The basic meter of Fig. 4.2 is designed so that

B = 1 Wb/m2

L = 0.1 m

K = 1 N/m

(a) What deflection x results when a direct current of 4A flows through the
meter?

(b) Find an expression for x(t) if i(t) = 2 cos tA.

4.4. Calculate the rms values of the following periodic currents:
(a) i(t) = 10 cos(t) A
(b) i(t) = 10 cos(377t) A
(c) i(t) = t 0 ≤ t ≤ 1

= t − 1 1 ≤ t ≤ 2
= t − 2 2 ≤ t ≤ 3 etc.

4.5. Expand Eq. (4.14) in series form and indicate the relation which may be used
to obtain a linear approximation for the current as a function of the transducer
resistance R. Also, show the error which results from this approximation.

4.6. Derive an expression for the sensitivity S of the circuit of Fig. 4.19 where

S = di

dR

Find the condition for maximum sensitivity.

4.7. Obtain a linear approximation for the sensitivity of the ballast circuit of Fig. 4.20.
Under what conditions would this relation apply? Estimate the error in this
approximation.

4.8. Show that the output voltage vo of the following circuit is proportional to the
derivative of the input voltage vi.
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�
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R
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i o

Figure Problem 4.8

If C = 10−5 F, what value of R is required if

vo = dvi

dt

Assume the operational amplifier is ideal.

4.9. A diode has a current-voltage relation of the form

i = αeβv

where α and β are constants.

i

���

Find the relation between input and output voltages for the following circuit.

�

� �

�

�
�

R

A

i
o

Figure Problem 4.9

4.10. The transformer in the following circuit has a turns ratio of 10. A sinusoidal
voltage of 10 V rms is applied at terminals 11′.
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�

�

V2

I2I1 1 : 10
1

1�

20 �

Figure Problem 4.10

What is I2?

4.11. AWheatstone bridge circuit has resistance arms of 400, 40, 602, and 6000� taken
sequentially around the bridge. The galvanometer has a resistance of 110 � and is
connected between the junction of the 40- and 602-� resistors to the junction of
the 400- and 6000- resistors. The battery has an emf of 3 V and negligible internal
resistance. Calculate the voltage across the galvanometer and the galvanometer
current.

4.12. It is known that a certain resistor has a resistance of approximately 800 �. This
resistor is placed in a Wheatstone bridge, the other three arms of which have
resistances of exactly 800 �. A 4-V battery with negligible internal resistance
is used in the circuit. The galvanometer resistance is 100 �, and the indicated
galvanometer current is 0.08μA. Calculate the resistance of the unknown resistor.

4.13. Two galvanometers are available for use with a Wheatstone bridge having equal
ratio arms of 100 �. One galvanometer has a resistance of 100 � and a sensitivity
of 0.05 μA/mm, whereas the other has a resistance of 200 � and a sensitivity
of 0.01 μA/mm. A 4-V battery is used in the circuit, and it has negligible inter-
nal resistance. An unknown resistance of approximately 500 � is to be measured
with the bridge. Calculate the deflection of each galvanometer. State assumptions
necessary to make this calculation.

4.14. Two known ratio arms of a Wheatstone bridge are 4000 and 400 �. The bridge
is to be used to measure a resistance of 100 �. Two galvanometers are available:
one with a resistance of 50 � and a sensitivity of 0.05 μA/mm, and one with a
resistance of 500 � and a sensitivity of 0.2 μA/mm. Which galvanometer would
you prefer to use? Assume that the galvanometer is connected from the junction
of the ratio arms to the opposite corner of the bridge.

4.15. AWheatstone bridge is constructed with ratio arms of 60 and 600 �.A4-V battery
with negligible internal resistance is used and connected from the junction of the
ratio arms to the opposite corner. A galvanometer having a resistance of 50 �

and a sensitivity of 0.05 μA/mm is connected between the other corners. When
the adjustable arm reads 200 �, the galvanometer deflection is 30 mm. What is
the value of the unknown resistance?

4.16. The four arms of a Wheatstone bridge have resistances of 500, 1000, 600, and
290 � taken in sequence around the bridge. The battery of 3 V connects between
the 1000- and 600-� resistors and 500- and 290-� resistors. A galvanometer
with a resistance of 50 � and a sensitivity of 0.05 μA/mm is connected across
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the other two terminals. The galvanometer is shunted by a resistance of 30 �.
Calculate the galvanometer deflection. Repeat the calculation for a series
resistance of 30 � connected in the galvanometer circuit instead of the shunt
arrangement.

4.17. Suppose an end resistor is added to the circuit of Fig. 4.21 so that there results

Ri EVoltmeter

Rm

E0

R1

R

Figure Problem 4.17

where R1 is the end resistor. Derive an expression for the voltage output and
loading error of such an arrangement. What advantage does it offer over the cir-
cuit in Fig. 4.21? Suppose the end resistor were attached to the other end of the
variable resistance. What would be the advantage in this circumstance? What
would be the advantage if an end resistor were placed on each end of the variable
resistor?

4.18. Design a bandpass filter to operate between the limits of 500 and 2000 Hz, with
a load resistance of 16 �.

4.19. Design a lowpass filter with a cutoff frequency of 500 Hz with a load resistance
of 1000 �.

4.20. Design a highpass filter with a cutoff frequency of 1000 Hz with a load resistance
of 1000 �.

4.21. A voltage of 500 V is impressed on a 150-k� resistor. The impedance of the
voltage source is 10 k�. Two meters are used to measure the voltage across the
150-k� resistor: a volt-ohmmeter with an internal impedance of 1000 �/V and
an EVM with an impedance of 11 M�. Calculate the voltage indicated by each
of these devices.

4.22. Plot the gain of the filter circuit of Example 4.7.

4.23. Five 1-in2 plates are arranged as shown. The plate spacings are 0.01 in. The ar-
rangement is to be used for a displacement transducer by observing the change
in capacitance with the distance x.

x

Figure Problem 4.23
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Calculate the sensitivity of the device in picofarads per inch. Assume that the
plates are separated by air.

4.24. Calculate the voltage-displacement sensitivity for the LVDT whose characteris-
tics are shown in Fig. 4.51.

4.25. The piezoelectric crystal of Example 4.13 is used for a pressure measurement at
a nominal 100 psi. The uncertainty in the voltage measurement is ±0.0003 in.
Estimate the uncertainty in the pressure measurement.

4.26. A rotating search coil like that shown in Fig. 4.62 has a nominal area of 1 cm2

with 50 turns of small-diameter wire. The rotational speed is nominally 180 rpm.
Calculate the voltage output when the coil is placed in a magnetic field of
1 Wb/m2.

4.27. An amplifier has a stated power bandwidth of+0,−1 dB over a frequency range
of 10 Hz to 30 kHz. If the 0-dB level is 35 W, what is the power that would occur
at the lower limit of this specification?

4.28. An amplifier is stated to produce a 35-W output into an 8-� load when driven with
an input voltage of 2.2 mV. The hum and noise is stated as−65 dB referenced to
10 mV at the input. What is the voltage output of the noise when operating into
the 8-� load?

4.29. Suppose the amplifier of Prob. 4.28 requires an input of 180 mV to produce the
35-W output and has a hum and noise level of−75 dB referenced to 0.25 V at the
input. What is the voltage output of the noise under these conditions? Calculate
the relative decibel level of this noise and the noise calculated in Prob. 4.28.

4.30. An emf of 100 V is connected across a load of 10,000 �. In order to measure this
voltage a meter having an internal impedance of 100 k� is connected across the
load. Calculate the percent error that will result from the loading by the meter.

4.31. In Prob. 4.30, calculate the number of decibels below the true voltage indicated
by the meter.

4.32. A certain transducer has an internal resistance of 10 k�. The output of the device
is to be measured with a voltage-divider circuit using a voltage source of 50 V
and a meter with an impedance of 100 k�. Calculate the maximum loading error
between the ranges of 10 and 90 percent of the measured variables.

4.33. A simple ballast circuit is used to measure the output of a pressure pickup. The
circuit is designed so that the internal resistance is six times the total transducer
resistance. A source of 100 V is used to energize the circuit. Calculate the voltage
output at 25, 50, 60, and 80 percent of full load on the transducer. What error
would result if the voltage output were assumed to vary linearly with the load?

4.34. A simple Wheatstone bridge has arms of R1 = 121 �, R2 = 119 �, and
R3 = 121 �. What is the value of R4 for balance? If R4 = 122 � and the
bridge is driven with a source at 100 V, what is the open-circuit output voltage?

4.35. A lead-sulfide detector is used to measure a radiation signal at 3.5 μm. What
reduction in incident power, measured in decibels, is afforded when the detector
is cooled to −196◦C, assuming a constant S/N ratio?
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4.36. An indium antimonide detector is used to sense radiant energy at 5 μm. What
incident flux on a 4-mm2 detector at room temperature is necessary to produce
an S/N ratio of 45 dB?

4.37. A current-sensitivity input circuit is used to measure the output of a transducer
having a total resistance of 500 �. A 12-V source is used, and the internal meter
impedance is 7000 �. What is the current indication for 25, 50, 75, and 100 per-
cent of full scale? What error would result at each of these readings if the current
output were assumed to vary linearly with the transducer resistance?

4.38. A simple voltage-divider circuit is used to measure the output of a transducer
whose total resistance is 1000 �± 1 percent. The internal resistance of the volt-
meter is 10,000 �±5 percent, and the meter is calibrated to read within 1

2 percent
of the true voltage at a full scale of 30 V. The source voltage is 24 V ± 0.05 V.
Calculate the percent full-scale reading of the transducer for voltage readings of
6, 12, 18, and 24 V. Estimate the uncertainty for each of these readings.

4.39. Suppose the transducer of Prob. 4.38 is connected to an end resistor of 500 �,
as shown in Prob. 4.17. Calculate the percent full-scale reading of the transducer
for voltage readings of 12, 15, 18, and 24 V. Estimate the uncertainty for each of
these readings, assuming the end resistor is accurate within 1 percent.

4.40. An amplifier has a power bandwidth of +0.5,−1.0 dB over a frequency range
of 20 to 100 kHz. The nominal power output at 0 dB is 0.1 W. Calculate the
power levels at the upper and lower limits of the specification for each end of the
frequency range.

4.41. A voltage divider circuit measures the output of a transducer having a resistance
of 800 �± 2 percent. The internal resistance of the voltage measuring device is
15,000 �±10 percent. Calibration is performed so that it reads within 0.5 percent
at a full-scale reading. The source voltage is 30 V± 0.1 V. Calculate the percent
full-scale reading of the transducer and uncertainty for readings of 5, 10, 15 V.

4.42. The noise level of a certain amplifier is stated to be 80 dB below the power out-
put of 100 W, referenced to an input level of 1.0 mV. Calculate the noise-level
input.

4.43. A velocity measurement is to be performed by simultaneously photographing a
moving object and a “clock” composed of a rotating 10-cm-diameter disk driven
by a synchronous motor at 1800 rpm. The rotational speed of the motor is accu-
rate within ± 0.1 percent and the disk has markings in 1◦ increments. Estimate
the accuracy with which the velocity of an object moving at 20 m/s could be
measured with this arrangement if the displacement can be measured with an
uncertainty of ±1 mm.

4.44. An operational amplifier has an open-loop gain of 99 dB and an input impedance
of 5 M�. Specify suitable resistances for an inverting amplifier having a gain
of 25.

4.45. Repeat Prob. 4.44 for a noninverting amplifier.

4.46. Repeat Prob. 4.44 for a differential amplifier.
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4.47. Plot the output response of a highpass RC filter versus �T . For what values of
RC will the attenuation be less than 2 percent for frequencies of 20, 200, and
2000 Hz?

4.48. Plot the output response of a lowpass RC filter versus �T . For what values of RC

will the attenuation be less than 2 percent for frequencies of 20, 200, and 2000 Hz?

4.49. An operational amplifier is to be used to sum three input voltages such that the
output voltage is

Eo = E1 + 2E2 + 3E3

Select the appropriate resistances and draw the circuit to accomplish this objective.

4.50. A voltage follower with a gain of 15 is to be designed using the op-amp of Prob.
4.44. Specify the necessary resistances.

4.51. Suppose an op-amp is to be used to integrate a signal over time of 1 ms, 0.5 s,
1.0 s, and 10 s. Design circuits to accomplish these objectives.

4.52. Using available computer software, plot the values of Eo/Ei vs. ωT for the RC

lowpass filter of Table 4.2. What is the insertion loss in dB for this filter as a
function of ωT ?

4.53. Repeat Prob. 4.52 for the RC highpass filter of Table 4.2.

4.54. Using available computer software, plot the voltage ratio Eo/Ei vs. ωT for three
identical lowpass RC filter sections in series. Also plot the insertion loss in dB.

4.55. A simple RC filter is to be designed to pass frequencies below a nominal value
of 40 Hz. If the attenuation at 40 Hz is to be 5 dB, determine suitable values of
R and C for the filter.

4.56. A simple RC filter is to be designed to pass frequencies above a nominal value
of 40 Hz. If the attenuation at 40 Hz is to be 5 dB, determine suitable values of
R and C for the filter.

4.57. Suppose the two filters of Probs. 4.55 and 4.56 are connected in series. Plot the
output Eo/Ei for such an arrangement.

4.58. Estimate the linear voltage sensitivity for the LVDT having the characteristics
shown in Fig. 4.51 over the displacement range from 0 to 0.06. How much does
the sensitivity vary from this value in the null region?

4.59. A lead-sulfide detector is to be used to detect radiation at a wavelength of 1.0 μm.
A signal-to-noise ratio of 30 dB is desired for the detection process and the de-
tector area is 1 mm by 1 mm. What is the minimum incident radiation in watts
that will be necessary for this detection process?

4.60. Negative feedback is added to an amplifier to increase the signal-to-noise ratio.
In the open-loop configuration the amplifier has a gain of 2000 and an S/N ra-
tio of 2000. A negative feedback loop with k = 0.05 is added to the amplifier.
Calculate the initial S/N ratio in dB and that which results from addition of the
feedback.
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4.61. A noninverting configuration for an operational amplifier is arranged so that the
feedback resistance is 1 M� while the noninverting resistance input is 100 k�.
Calculate the gain.

4.62. Repeat Prob. 4.61 for an inverting, differential input configuration of the opera-
tional amplifier circuit.

4.63. Design a lowpass filter with a cutoff frequency of 40 Hz with a load resistance
of 8 �.

4.64. Design a highpass filter with a cutoff frequency of 450 Hz and a load resistance
of 8 �.

4.65. A lead-sulfide detector is employed to measure a light source at a wavelength
of 3.0 μm. What reduction in incident power is possible when the detector is
cooled to liquid nitrogen temperature of 76 K? Assume that the S/N ratio remains
constant.

4.66. Apower amplifier has a stated bandwidth of±1.0 dB from 10 to 50 kHz. The nom-
inal power output 0 dB point is specified at 100 W. Calculate the power (W) at the
limits of the ±1.0 dB specification for each limit of the frequency specification.

4.67. The noise level of the amplifier in Prob. 4.66 is specihed as 90 dB below the rated
output for a input level of 5 mV. Calculate the noise level at input.

4.68. A LVDT has the operating characteristics shown in Fig. 4.51. Calculate the volt-
age sensitivity over the displacement range from 0 to 0.04.

4.69. A lead-sulfide detector has an area of 2 mm by 2 mm. It is exposed to a radia-
tion source of 2.0 μm. If a minimum S/N ratio of 25 dB is to be achieved, what
minimum incident radiation is required? Express in watts.
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c h a p t e r

5
Displacement and Area

Measurements

5.1 Introduction

Many of the transducers discussed in Chap. 4 represent excellent devices for mea-
surement of displacement. In this chapter we wish to examine the general subject
of dimensional and displacement measurements and indicate some of the techniques
and instruments that may be utilized for such purposes, making use, where possible,
of the information in the preceding sections.

Dimensional measurements are categorized as determinations of the size of an
object, while a displacement measurement implies the measurement of the move-
ment of a point from one position to another. An area measurement on a standard
geometric figure is a combination of appropriate dimensional measurements through
a correct analytical relationship. The determination of areas of irregular geometric
shapes usually involves a mechanical, graphical, or numerical integration.

Displacement measurements may be made under both steady and transient con-
ditions. Transient measurements fall under the general class of subjects discussed in
Chap. 11. The present chapter is concerned only with static measurements.

5.2 Dimensional Measurements

The standard units of length were discussed in Chap. 2.All dimensional measurements
are eventually related to these standards. Simple dimensional measurements with an
accuracy of±0.01 in (0.25 mm) may be made with graduated metal machinist scales
or wood scales which have accurate engraved markings. For large dimensional mea-
surements metal tapes are used to advantage. The primary errors in such measurement
devices, other than readability errors, are usually the result of thermal expansion or
contraction of the scale. On long metal tapes used for surveying purposes this can rep-
resent a substantial error, especially when used under extreme temperature conditions.

256
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0

Vernier
Slider

Fine-adjustment screw

Movable jawFixed jaw

Figure 5.1 Vernier caliper.
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0 5 10 15 20 25
Index Vernier scale

Figure 5.2 Expanded view of vernier scale.

It may be noted, however, that thermal expansion effects represent fixed errors and
may easily be corrected when the measurement temperature is known.

Vernier calipers represent a convenient modification of the metal scale to improve
the readability of the device. The caliper construction is shown in Fig. 5.1, and an
expanded view of the vernier scale is shown in Fig. 5.2. The caliper is placed on the
object to be measured and the fine adjustment is rotated until the jaws fit tightly against
the workpiece. The increments along the primary scale are 0.025 in. The vernier scale
shown is used to read to 0.001 in (0.025 mm) so that it has 25 equal increments (0.001 is
1
25 of 0.025) and a total length of 24

25 times the length of the primary scale graduations.
Consequently, the vernier scale does not line up exactly with the primary scale, and
the ratio of the last coincident number on the vernier to the total vernier length will
equal the fraction of a whole primary scale division indicated by the index position. In
the example shown in Fig. 5.2 the reading would be 2.350+ ( 14

25 )(0.025)= 2.364 in.
The micrometer calipers shown in Fig. 5.3 represent a more precise measurement

device than the vernier calipers. Instead of the vernier scale arrangement, a calibrated
screw thread and circumferential scale divisions are used to indicate the fractional
part of the primary scale divisions. In order to obtain the maximum effectiveness of
the micrometer care must be exerted to ensure that a consistent pressure is maintained
on the workpiece. The spring-loaded ratchet device on the handle enables the operator
to maintain such a condition. When properly used, the micrometer can be employed
for the measurement of dimensions within 0.0001 in (0.0025 mm).

Dial indicators are devices that perform a mechanical amplification of the dis-
placement of a pointer or follower in order to measure displacements within about
0.001 in. The construction of such indicators provides a gear rack, which is connected
to a displacement-sensing shaft. This rack engages a pinion which in turn is used to
provide a gear-train amplification of the movement. The output reading is made on a
circular dial.
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Frame
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0.025" divisions

Thimble scale
25 divisions

Ratchet

Figure 5.3 Micrometer calipers.

Example 5.1 ERROR DUE TO THERMAL EXPANSION. A 30-m (at 15◦C) steel tape is used for
surveying work in the summer such that the tape temperature in the sun is 45◦C.Ameasurement
indicates 24.567 ± 0.001 m. The linear thermal coefficient of expansion is 11.65 × 10−6/◦C
at 15◦C. Calculate the true distance measurement.

Solution

The indicated tape length would be the true value if the measurement were taken at 15◦C. At
the elevated temperature the tape has expanded and consequently reads too small a distance.
The actual length of the 30-m tape at 45◦C is

L(1+ α�T) = [1+ (11.65× 10−6)(45− 15)](30) = 30.010485 m

Such a true length would be indicated as 30 m. The true reading for the above situation is thus

(24.567)[1+ (11.65× 10−6)(45− 15)] = 24.576 m

5.3 Gage Blocks

Gage blocks represent industrial dimension standards. They are small steel blocks
about 3

8 × 1 3
8 in with highly polished parallel surfaces. The thickness of the blocks is

specified in accordance with the following tolerances:

Grade of Block Tolerance, μ in1

AA 2
A 4
B 8

1Tolerances are for blocks less than 1 in
thick; for greater thickness the same
tolerances are per inch.

Gage blocks are available in a range of thicknesses that make it possible to stack
them in a manner such that with a set of 81 blocks any dimension between 0.100 and
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5.4 Optical Methods 259

8.000 in can be obtained in increments of 0.0001 in. The blocks are stacked through
a process of wringing. With surfaces thoroughly clean, the metal surfaces are brought
together in a sliding fashion while a steady pressure is exerted. The surfaces are
sufficiently flat so that when the wringing process is correctly executed, they will
adhere as a result of molecular attraction. The adhesive force may be as great as
30 times atmospheric pressure.

Because of their high accuracy, gage blocks are frequently used for calibration
of other dimensional measurement devices. For very precise measurements they may
be used for direct dimensional comparison tests with a machined item. A discussion
of the methods of producing gage-block standards is given in Ref. [3]. The literature
of manufacturers of gage blocks furnishes an excellent source of information on the
measurement techniques which are employed in practice.

5.4 Optical Methods

An optical method for measuring dimensions very accurately is based on the principle
of light interference. The instrument based on this principle is called an interferometer
and is used for the calibration of gage blocks and other dimensional standards. Other
optical instruments in wide use are various types of microscopes and telescopes,
including the conventional surveyor’s transit, which is employed for measurement of
large distances.

Consider the two sets of light beams shown in Fig. 5.4. In Fig. 5.4a the two beams
are in phase so that the brightness at point P is augmented when they intersect.
In Fig. 5.4b the beams are out of phase by half a wavelength so that a cancellation
is observed, and the light waves are said to interfere with each other. This is the
essence of the interference principle. The effect of the cancellation is brought about
by allowing two light waves from a single source to travel along paths of different
lengths. When the difference in the distance is an integral multiple of wavelengths,

Beam 1
Beam 2

Beam 1 Beam 2

�

2
�

P P

(a)         (b)

Figure 5.4 Interference principle. (a) Beams in phase; (b) beams out of phase.
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Figure 5.5 Application of interference principle.

there will be a reinforcement of the waves, while there will be a cancellation when
the difference in the distances is an odd multiple of half-wavelengths.

Now, let us apply the interference principle to dimensional measurements. Con-
sider the two parallel plates shown in Fig. 5.5. One plate is a transparent, strain-free
glass accurately polished flat within a few microinches. The other plate has a reflect-
ing metal surface. The glass plate is called an optical flat. Parallel light beams A

and B are projected on the plates from a suitable collimating source. The separation
distance between the plates d is assumed to be quite small. The reflected beam A

intersects the incoming beam B at point P . Since the reflected beam has traveled
farther than beam B by a distance of 2d, it will create an interference at point P if this
incremental distance is an odd multiple of λ/2. If the distance 2d is an even multiple
of λ/2, the reflected beam will augment beam B. Thus, for 2d = λ/2, 3λ/2, etc.,
the screen S will detect no reflected light. Now, consider the same two plates, but let
them be tilted slightly so that the distance between the plates is a variable. Now, if
one views the reflected light beams, alternate light and dark regions will appear on
the screen, indicating the variation in the plate spacing. The dark lines or regions are
called fringes, and the change in the separation distance between the positions of two
fringes corresponds to

�(2d) = λ

2
[5.1]

The interference principle offers a convenient means for measuring small surface
defects and for calibrating gage blocks. The use of a tilted optical flat as in Fig. 5.5
is an awkward method of utilizing the principle, however. For practical purposes the
interferometer, as indicated schematically in Fig. 5.6, is employed. Monochromatic
light from the source is collimated by the lens L onto the splitter plate S2, which is
a half-silvered mirror that reflects half of the light toward the optically flat mirror M

and allows transmission of the other half toward the workpiece W . Both beams are
reflected back and recombined at the splitter plateS2 and then transmitted to the screen.
Fringes may appear on the screen resulting from differences in the optical path lengths
of the two beams. If the instrument is properly constructed, these differences will arise
from dimensional variations of the workpiece. The interferometer is primarily used for
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Figure 5.6 Schematic of interferometer.

Table 5.1 Monochromatic light sources

Half-wavelength
Wavelength, Fringe Interval,

Source μm μm

Helium 0.589 0.295
Krypton 86 0.606 0.303
Mercury 198 0.546 0.273
Sodium 0.598 0.299

calibration of gage blocks and other applications where extremely precise absolute
dimensional measurements are required. For detailed information on experimental
techniques used in interferometry the reader should consult Refs. [3] and [5]. The use
of the interferometer for fluid-flow measurements will be discussed in Chap. 7.

As shown in Eq. (5.1), the wavelength of the monochromatic light source will
influence the fringe spacing. Table 5.1 lists the wavelengths of some common light
sources and the corresponding half-wavelength fringe interval.

Example 5.2INTERFERENCE MEASUREMENT. A mercury light source employs a green filter such
that the wavelength is 5460 Å. This light is colliminated and directed onto two tilted surfaces
like those shown in Fig. 5.5. At one end the surfaces are in precise contact. Between the point of
contact and a distance of 3000 in five interference fringes are observed. Calculate the separation
distance between the two surfaces and the tilt angle at this position.

Solution

The five fringe lines correspond to λ/2, 3λ/2, . . . , 9λ/2; that is, for the fifth fringe line

2d = 9λ

2
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262 C H A P T E R 5 • Displacement and Area Measurements

We have λ = 5460× 10−8 cm = 2.15× 10−5 in so that

d = 9
4 (2.15× 10−5) = 48.4 μin

The tilt angle is

φ = tan−1 48.4× 10−6

3.000
= 48.4× 10−6

3.000
= 16.1× 10−6 rad

Mechanical displacement may also be measured with the aid of the electric trans-
ducers discussed in Chap. 4. The LVDT, for example, can be used to sense displace-
ments as small as 1 μin. Use of LVDT devices for displacement measurements is
described in Ref. [17]. Resistance transducers are primarily of value for measure-
ment of fairly large displacements because of their poor resolution. Capacitance and
piezoelectric transducers, on the other hand, provide high resolution and are suitable
for dynamic measurements.

5.5 Pneumatic Displacement Gage

Consider the system shown in Fig. 5.7. Air is supplied at a constant pressure p1.
The flow through the orifice and through the outlet of diameter d2 is governed by
the separation distance x between the outlet and the workpiece. The change in flow
with x will be indicated by a change in the pressure downstream from the orifice p2.
Thus, a measurement of this pressure may be taken as an indication of the separation
distance x. For purposes of analysis we assume incompressible flow. (See Sec. 7.3
for a discussion of the validity of this assumption.) The volumetric flow through an
orifice may be represented by

Q = CA
√

�p [5.2]

Flow

Orifice

d1 d2

x

W
or

kp
ie

ce

Ambient pressure � pa

1 2

Figure 5.7 Pneumatic displacement device.
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5.5 Pneumatic Displacement Gage 263

where C = discharge coefficient

A = flow area of the orifice

�p = pressure differential across the orifice

There are two orifices in the situation depicted in Fig. 5.7, the obvious one and
the orifice formed by the flow restriction between the outlet and the workpiece. We
shall designate the area of the first orifice A1 and that of the second A2. Then, Eq. (5.2)
becomes

Q = C1A1
√

p1 − p2 = C2A2
√

p2 − pa [5.3]

where pa is the ambient pressure and is assumed constant. Equation (5.3) may be
rearranged to give

r = p2 − pa

p1 − pa

= 1

1+ (A2/A1)2
[5.4]

where it is assumed that the discharge coefficients C1 and C2 are equal. We may now
observe that

A1 = πd2
1

4
[5.5]

A2 = πd2x [5.6]

Thus, we see the relation between the pressure ratio r and the workpiece dis-
placement x. It has been shown experimentally [1] that the relation between r and the
area ratio A2/A1 is very nearly linear for 0.4 < r < 0.9 and that

r = 1.10− 0.50
A2

A1
[5.7]

for this range. Introducing Eqs. (5.5) and (5.6), we have

r = p2 − pa

p1 − pa

= 1.10− 2.00

(
d2

d2
1

)
x for 0.4 < r < 0.9 [5.8]

The pneumatic displacement gage is mainly used for small displacement
measurements.

Example 5.3UNCERTAINTY IN PNEUMATIC DISPLACEMENT GAGE. A pneumatic displace-
ment gage like the one shown in Fig. 5.7 has d1 = 0.030 in and d2 = 0.062 in. The supply
pressure is 10.0 psig, and the differential pressure p2−pa is measured with a water manometer
which may be read with an uncertainty of 0.05 in H2O. Calculate the displacement range for
which Eq. (5.8) applies and the uncertainty in this measurement, assuming that the supply
pressure remains constant.

Solution

We have

d2

d2
1

= 0.062

(0.030)2
= 68.8
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264 C H A P T E R 5 • Displacement and Area Measurements

When r = 0.4, we have from Eq. (5.8)

x = 1.10− 0.4

(2.00)(68.8)
= 0.0509 in (0.129 cm)

When r = 0.9, x = 0.0145 in (0.0368 cm).
Utilizing Eq. (3.2) as applied to Eq. (5.8), we have

wr =
[(

∂r

∂x

)2

w2
x

]1/2

= ±
∣∣∣∣ ∂r∂x

∣∣∣∣wx

Furthermore,

wr = w�p

p1 − pa

∂r

∂x
= −(2.00)(68.8) = −137.6

The uncertainty in the measurement of p2 − pa is

w�p = (0.05)(0.0361) = 1.805× 10−3 psig (12.44 N/m2)

Thus, the uncertainty in x is given by

wx = 1.805× 10−3

(137.6)(10.00)
= 1.313× 10−6 in = 1.313 μin (0.033 μm)

Comment

From this example we see that the pneumatic gage can be quite sensitive, even with modest
pressure-measurement facilities at hand.

In addition to its application as a steady-state–displacement-measurement device,
the pneumatic gage may be employed as a dynamic sensor in conjunction with prop-
erly designed fluidic circuits. By periodically interrupting the discharge, the device
may serve as a periodic signal generator for fluidic circuits. Different interruption
techniques may be employed to generate square-, triangle-, or sine-wave signals [7].
The device may also be employed for fluidic reading of coded information on plates
or cards that pass under the outlet jet [8 and 9]. The rapidity with which such read-
ings may be made depends on the dynamic response of the gage and its associated
connecting lines and pressure transducers. Studies [11] have shown that the device
can produce good frequency response for signals up to 500 Hz.

5.6 Area Measurements

There are many applications that require a measurement of a plane area. Graphical
determinations of the area of the survey plots from maps, the integration of a function
to determine the area under a curve, and analyses of experimental data plots all
may rely on a measurement of a plane area. There are also many applications for the
measurement of surface areas, but such measurements are considerably more difficult
to perform.
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5.7 The Planimeter, a Device of Historical Interest 265

5.7 The Planimeter, a Device

of Historical Interest

The planimeter is a mechanical integrating device that may be used for measure-
ment of plane areas. We consider it here as an illustration of a novel mechanical
device to perform area measurements. It is seldom used today. Consider the schematic
representation shown in Fig. 5.8. The point O is fixed, while the tracing point T

is moved around the periphery of the figure whose area is to be determined. The
wheel W is mounted on the arm BT so that it is free to rotate when the arm under-
goes an angular displacement. The wheel has engraved graduations and a vernier
scale so that its exact number of revolutions may be determined as the tracing
point moves around the curve. The planimeter and area are placed on a flat, rela-
tively smooth surface so that the wheel W will only slide when the arm BT under-
goes an axial translational movement. Thus, the wheel registers zero angular dis-
placement when an axial translational movement of arm BT is experienced. Let
the length of the tracing arm BT be L and the distance from point B to the wheel
be a. The diameter of the wheel is D. The distance OB is taken as R. Now, sup-
pose the arm BT is rotated an angle dθ and the arm OB through an angle dφ as a
result of movement of the tracing point. The area swept out by the arms BT and
OB is

dA = 1
2L

2 dθ + LR cos β dφ + 1
2R

2 dφ [5.9]

where β is the angle between the two arms. Similarly, the distance traveled by the
rim of the wheel owing to rotation is

ds = a dθ + R cos β dφ [5.10]

B

R

Area, A

a

�

W

L
� �

Pivot point, O Tracing point, T

Figure 5.8 Schematic of a polar planimeter.
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point, T

L

Wheel, W

Figure 5.9 Construction of a polar planimeter.

We may now integrate these expressions and obtain

A = 1

2
L2

∫
dθ + LR

∫
cos β dφ + 1

2
R2

∫
dφ [5.11]

s = a

∫
dθ +

∫
R cos β dφ [5.12]

Thus,
∫

R cos β dφ = s− a dθ

and A =
(

1

2
L2 − aL

)∫
dθ + Ls+ 1

2
R2

∫
dφ [5.13]

If the pole is outside the area as shown in Fig. 5.8, we have both
∫
dθ = 0 and∫

dφ = 0, and the area is obtained as

A = Ls (pole outside area)

When the pole is inside the area, both
∫

dφ and
∫

dθ are equal to 2π because both
arms make complete rotations. The area is then

A = Ls+ (R2 + L2 − 2aL)π (pole inside area) [5.14]

The last term in Eq. (5.14) represents the area of the zero circle, which is the area the
tracing point would sweep out when the pivot point is inside the area and the wheel
reading is zero.

The instrument described above is called a polar planimeter, and its construction
is indicated in Fig. 5.9.

5.8 Graphical and Numerical Methods

for Area Measurement

A very simple method of plane-area measurement is to place the figure on coordinate
paper and to count the number of squares enclosed by the figure. An appropriate
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Figure 5.10 Plane-area determination.

scale factor is then applied to determine the area. Numerical integration is commonly
applied to determine the area under an irregular curve. Perhaps the two most common
methods are the trapezoidal rule and Simpson’s rule. Consider the area shown in
Fig. 5.10. The area under the curve is

A =
∫

y dx [5.15]

For relatively small increments of �x the area is given approximately by the rectan-
gular rule, which calculates the area element �Ai as

�Ai = yi �x = yi(xi+1 − xi)

so that

A =
∑

�Ai =
∑

yi(xi+1 − xi)

Equal or nonequal increments in �x may be employed with this rule. The rectan-
gular rule will underestimate the area in regions where the curve has dy/dx> 0 and
overestimate when dy/dx< 0. The main advantage of the rule is its simplicity and
ease of calculation.

If the figure is divided into equal increments �x along the x axis, the trapezoidal
rule gives for the area

A =
(

y0 + yn

2
+

n−1∑
i=1

yi

)
�x [5.16]

If nonuniform increments in x are involved, the elemental areas Ai for the trapezoidal
rule are

Ai = ym(xi+1 − xi) = �x(yi+1 + yi)

2
[5.17]

hol29303_ch05_256-277.pdf   12hol29303_ch05_256-277.pdf   12 8/12/2011   3:23:24 PM8/12/2011   3:23:24 PM



268 C H A P T E R 5 • Displacement and Area Measurements

and the integral for the area under the curve is

A =
∫

dA =
∑

Ai [5.18]

When the area is divided in an even number of increments, Simpson’s rule gives

A = �x

3

{
y0 + yn +

n−1∑
i=1

yi[3+ (−1)i+1]

}
[5.19]

The above equations give the area under the curve y= f(x) from y= 0 to the values
on the curve. If the area of an enclosed figure is the desired objective, the result may
be obtained from the same formulas by executing the summation; first through the
positive values of �x, followed by a subtraction of the summation executed through
the negative values of �x. For nonuniform values of �x an application of the trape-
zoidal rule of Eq. (5.17) through the entire sequence of points will automatically take
account of positive and negative elemental areas.

The trapezoidal rule is obtained by joining the ordinates of the curve with straight
lines, while the result given by Eq. (5.19) is obtained by joining three points at a
time with a parabola. Both the above equations are special cases of a general class
of equations called the Newton-Cotes integration formulas. A derivation of these
formulas is based on an approximation of the actual curve with a polynomial which
agrees with it at n + 1 equally spaced points. The general form of the integration
formulas is derived in Refs. [2, 15] and may be written in the following way:

∫ x2

x1

f(x) dx = �x

n∑
k=0

Ckf(xk) [5.20]

where �x = x2 − x1

n
[5.21]

xk = x1 + k �x [5.22]

and the coefficients Ck are given by

Ck =
∫ n

0

s(s− 1) · · · (s− k + 1)(s− k − 1) · · · (s− n)

k(k − 1) · · · (k − k + 1)(k − k − 1) · · · (k − n)
ds [5.23]

The variable s is defined according to

s = x− x1

n
[5.24]

Note that the Newton-Cotes formulas use n increments in the independent variable
and that this requires a matching of a polynomial at n+ 1 points in the region that is
to be integrated. A discussion of the errors involved in the above formulas is given in
Ref. [15]. Because of the ready availability of computing power the simple trapezoidal
or Simpson’s rule with a large number of small increments may be preferred over the
more complex Newton-Cotes formulas.

A discussion of the various integration formulas is given in Ref. [15], including
computer routines and application examples.
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Example 5.4AREA OF SURVEY PLOT BY NUMERICAL INTEGRATION. A surveyor determines
the coordinates of an irregular hexagon-shaped parcel of land as shown in the accompanying
Fig. Example 5.4a and listed in the table as xi and yi. Notice that the coordinates are listed in
sequence with the final entry the same as the initial entry, indicating closure of the figure.

x(i ) y(i ) y(i ) + y(i + 1) x(i + 1)− x(i) A(i ) Sum A(i )

0 70
14 100 170 14 1190 1190
58 106 206 44 4532 5722
96 64 170 38 3230 8952
74 20 84 −22 −924 8028
30 10 30 −44 −660 7368
0 70 80 −30 −1200 6168

The area of the plot will be determined by an application of the trapezoidal rule for
numerical integration. The increments in x are not uniform, so the integration must be carried
out with the summation of Eq. (5.17). The values of �x and the elemental areas Ai are also
listed in the table along with a running sum of the area elements.

The first three area elements are positive because the corresponding values of �x are
positive. Similarly, the last three area elements are negative because their values of �x are
negative. The sum of the first three area elements, 8952, represents the area under the first
three points and the x axis (y= 0), while the final entry, 6168, is the area under the first three
points, less the area under the last three points, or the enclosed area of the figure. Note that an
application of Eq. (5.17) for the sequence of points enclosing the figure automatically takes
account of the positive and negative area elements.

Since the area in question is a polygon, that is, a figure formed with straight-line segments
for each side, the trapezoidal rule will give an exact answer for the area. If some type of
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higher-order polynomial connecting line segments were used to effect the integration, the
figure might look something like that shown in Fig. Example 5.4b. In this case, the outcome
of the numerical integration would be uncertain. Simpson’s rule, as expressed in Eq. (5.19),
could not be applied because the increments in x are not uniform. Moreover, the parabola fit of
Simpson’s rule would not match with the straight-line segments joining the data points. Again,
we note that the trapezoidal rule gives an exact answer in the example presented here.

Example 5.5 UNCERTAINTY OF SURVEY AREA DETERMINATION. Determine the uncertainty
in the determination of the survey area of Example 5.4 assuming uncertainties in measurements
of x and y of ±0.02. Assume the numerical integration calculation is exact.

Solution

The elemental areas are expressed in terms of the measured quantities as

Ai = (yi+1 + yi)(xi+1 − xi)

2

Performing the partial differentiations with respect to each of the four measured quantities and
inserting in Eq. (3.2) gives for the uncertainty in the elemental areas

wAi = wxi[(xi+1 − xi)
2 + (yi+1 + yi)

2]1/2

21/2
[a]

where it is understood that the uncertainties in x and y are equal.
We have

A =
∑

Ai

and ∂A/∂Ai = 1 for all the Ai. Applying Eq. (3.2) again gives

wA =
[∑

(wAi)
2
]1/2

[b]
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Performing the various calculations produces the table below.

Ai Sum Ai wAi wA(total) wA/A

1190 1190 2.412301805 2.412301805 0.002027144
4532 5722 2.978993118 3.833223187 0.00066991
3230 8952 2.463493454 4.556577663 0.000509001
−924 8028 1.228006515 4.719152466 0.000587837
−660 7368 0.753126815 4.778870159 0.000648598
−1200 6168 1.208304597 4.929259579 0.000799167

The uncertainties listed here are calculated with wxi = wyi = 0.02. From Eq. (a) we see that
the uncertainties in each elemental area are a linear function of wxi, so a value of wxi = 0.01
would produce area uncertainties just half the values in the table.

5.9 Surface Areas

Consider the general three-dimensional surface shown in Fig. 5.11. The surface is
described by the function

z = f(x, y)

and the surface area is given in Ref. [4] as

A =
∫ ∫ [(

∂z

∂x

)2

+
(

∂z

∂y

)2

+ 1

]
dx dy [5.25]

If the function z is known and well behaved, the integral in Eq. (5.25) may be evaluated
directly. Let us consider the case where the function is not given but specific values

y

z

zp
n�1

zp
n

z � f (x, y)

z p �1
n�1

zn
p�1

x �y

�x

Figure 5.11 Surface-area determination.
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272 C H A P T E R 5 • Displacement and Area Measurements

of z are known for incremental changes in x and y. The increments in x and y are
denoted by �x and �y, while the value of z is denoted by zp

n , where the subscript
n refers to the x increments and the superscript p refers to the y increment. We thus
have the approximations

∂z

∂x
≈ z

p
n+1 − zp

n

�x

∂z

∂y
≈ zp+1

n − zp
n

�y

The integral Eq. (5.25) is now replaced by the double sum

A =
∑
p

∑
n

[(
z
p
n+1 − zp

n

�x

)2

+
(

zp+1
n − zp

n

�y

)2

+ 1

]1/2

�x�y [5.26]

The surface area may be determined by performing this numerical summation.
Standard computer routines and calculator programs are available for performing

the numerical computations indicated above. See, for example, Refs. [12] to [16].

5.10 Problems

5.1. A12-in steel scale is graduated in increments of 0.01 in and is accurate when used
at a temperature of 60◦F. Calculate the error in an 11-in measurement when the
ambient temperature is 100◦F. Should the person using the scale be concerned
about this error? Why?

5.2. Calculate the temperature error in a 76-ft measurement with a steel surveyor’s
tape at −10◦F when the tape is accurate at 60◦F.

5.3. Show that the spacing distance d in Fig. 5.5 can be represented by

d = 2n− 1

4
λ

where n is the number of fringe lines.

5.4. A pneumatic displacement gage is designed according to the arrangement in
Fig. 5.7.An air supply pressure of 20 psig is available, and displacements are to be
measured over a range of 0.050 in. The orifice diameter is 0.025 in. Calculate the
maximum displacement which may be measured in the linear range of operation
and the outlet tube diameter d2.

5.5. Plot the equation

y = 3+ 4x− 6x2 + 2.8x3 − 0.13x4

for the range 0<x< 5. Determine the area under the curve by counting squares
and also by numerical integration using the trapezoidal relation and Simpson’s
rule. Calculate the error in each of these three cases by comparing the results
with those obtained analytically.
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5.6. Use the trapezoidal rule and Simpson’s method to perform the integration.

A =
∫ π

0
sin x dx

Use 4, 8, and 12 increments of x and calculate the error for each case.

5.7. Consider the sphere given by

x2 + y2 + z2 = 25

Using the summation of Eq. (5.26), calculate the surface area bounded by x = ±1
and y = ±1. Use �x = �y = 0.5. Determine the error in the calculation by
comparing it with the true value as calculated from Eq. (5.25).

5.8. By suitable numerical integration determine the surface area and volume of a
right circular cone having a height of 12.5 cm and a base diameter of 15 cm.
Compare the result with that obtained by an exact calculation.

5.9. Asteel tape is used to measure a distance of 20 m at 10◦C.Assuming that the tape
will measure the true distance when the temperature is 20◦C, what would be the
indicated distance at 10◦C? What would be the indicated distance at 40◦C?

5.10. A mercury light source and green filter (5460 Å) are used with an interferometer
to determine the distance between an optically flat glass plate and a metal plate,
as shown in Fig. 5.5. For this arrangement nine interference fringes are observed.
Calculate the separation distance between the two surfaces.

5.11. A pneumatic displacement gage is to be used to measure displacements between
0.1 and 0.2 mm. The output of the device is a hypodermic needle having a di-
ameter of 0.4 mm. The measurement is to be performed with an uncertainty of
25 nm. Specify values of the orifice diameter, upstream pressure, and allowable
uncertainty in the pressure measurement to accomplish this objective.

5.12. The pneumatic displacement gage of Example 5.3 is operated under the same
conditions as given, but it is discovered that the supply pressure has a random
fluctuation of ±0.07 psig during the measurements. Calculate the uncertainty
in the dimensional measurement under these new conditions, assuming that the
uncertainty in p2 − pa remains at 0.05 in H2O.

5.13. The function y is given as

y = 1+ 3+ 4x2

Perform the integration
∫

y dx between x = 0 and x = 4 using the trapezoidal
rule and Simpson’s rule. Use four increments in x and calculate the error for each
case. How many more increments would have to be taken for the trapezoidal rule
to equal the accuracy of Simpson’s rule?

5.14. Draw some kind of irregular figure on graph paper having small subdivisions.
Determine the area by (a) counting squares, (b) the trapezoidal rule, and
(c) Simpson’s rule. Repeat by drawing a 10-cm-diameter circle using a
sharp pencil and accurately measured radius from a metal scale. Discuss the
“uncertainties” in these two experiments.
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5.15. Plot the function y= 3xe0.4x. Determine the area under the curve between x= 1
and x= 3 using several methods. Estimate the uncertainties.

5.16. Assemble a group of at least five people. Have each person measure two objects
using a vernier caliper and a micrometer, with each person taking at least five
readings. Analyze the data on the basis of the information in Chap. 3. What
conclusions do you draw?

5.17. Determine values of the Newton-Cotes coefficients for cubic and quartic poly-
nomials.

Answer:
For four points

A = 3
8 �x(y0 + 3y1 + 3y2 + y3)

For five points

A = 2�x

45
(7y0 + 32y1 + 12y2 + 32y3 + 7y4)

5.18. Plot the equation

y = x2e−0.2x

on suitable graph paper for 0<x< 1. Select increments of x and determine the
area under the curve using the trapezoidal and Simpson’s rule. Also, calculate
the true area.

5.19. For the curve y= sin x, perform the integration
∫
y dx from x = 0 to π using

progressively smaller increments of x and both the trapezoid and Simpson’s rule.
Use a computer for the calculation and determine the number of increments for
which the area is in error by 1 percent for both rules.

5.20. Using the function

y = 3e−2x

obtain the integral
∫ 2

0 y dx using the trapezoidal and Simpson’s rule with incre-
ments of 0.2 and 0.5 for �x. Also, calculate the error in these determinations.

5.21. Obtain the integral
∫ 1

0.1y dx of

y = ln x

using increments of 0.1 and 0.2 in �x. Calculate the error of the determination.

5.22. Obtain a numerical integration
∫∞

0 y dx of the function

y = e−x

using increments in x sufficiently small to obtain an accuracy of 99 percent.

5.23. A steel tape is used to measure a distance of 40 m at a temperature of 0◦C. The
tape indicates a true length at 15◦C. What will be the indication at 0◦C?

5.24. Apply the rectangular rule to the area determination of Example 5.4.What percent
error results from use of this method?
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5.25. An irregular polygon-shaped area has the following coordinates for the vertices
of the polygon:

x y

0 50
10 72
20 84
30 93
40 60
30 33
20 41
10 45
0 50

Determine the area of the enclosed figure using rectangular, trapezoidal, and
Simpson’s methods of numerical integration. Calculate the percent error for each
determination.

5.26. Calculate the percent and absolute temperature error in a 30-m measurement with
a steel surveyor’s tape at 50◦C when the tape is accurate at 15◦C.

5.27. Divide a circle into two sets of even numbers of increments in the abscissa
coordinate. Calculate the enclosed area using the rectangular, trapezoidal, and
Simpson’s rules. Determine the percent error for each calculation.

5.28. A rectangular area can be represented by the coordinates:

x y

0 0.5
0 1
0.5 1
1 1
1.5 1
2 1
2 0.5
2 0
1.5 0
1 0
0.5 0
0 0
0 0.5

Determine the area using the rectangular and trapezoidal rules. Would it be pos-
sible to use these data as is, or in an abbreviated form, to employ Simpson’s rule?
If so, what would be the result?
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5.29. The following coordinates represent a set of data:

x y

0 1
1 1
2 4
3 7
4 13
5 21
6 31

Determine the integral
∫
y dx using rectangular, trapezoidal, and Simpson’s rules.

What is the accuracy of each method? (Hint: Use the methods of Chap. 3 to de-
termine the functional form that fits the data, and use this functional form to
determine the exact value of the integral.)

5.30. Planck’s blackbody radiation formula is

Ebλ = C1λ
−5/[exp(C2/λT )− 1]

where C1 = 3.743× 108, C2 = 14387, λ is in μm and T in K.
Perform a numerical integration of this formula from 0 to 10 μm for temper-

atures of 1000 and 2000 K. Use any computer software that is available. Repeat
for λ from 0 to 20 μm.
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c h a p t e r

6
Pressure Measurement

6.1 Introduction

Pressure is represented as a force per unit area. As such, it has the same units as
stress and may, in a general sense, be considered as a type of stress. For our purposes
we shall designate the force per unit area exerted by a fluid on a containing wall as
the pressure. The forces that arise as a result of strains in solids are designated as
stresses and discussed in Chap. 10. Thus, our discussion of pressure measurement
is one restricted to fluid systems. Absolute pressure refers to the absolute value of
the force per unit area exerted on the containing wall by a fluid. Gage pressure
represents the difference between the absolute pressure and the local atmospheric
pressure. Vacuum represents the amount by which the atmospheric pressure exceeds
the absolute pressure. From these definitions we see that the absolute pressure may not
be negative and the vacuum may not be greater than the local atmospheric pressure.
The three terms are illustrated graphically in Fig. 6.1. It is worthwhile to mention
that local fluid pressure may be dependent on many variables; parameters such as
elevation, flow velocity, fluid density, and temperature are of frequent importance.

In the English system of units pressure is usually expressed in pounds per square
inch absolute (psia). Gage pressure carrying the same unit is designated with the
symbol psig. The standard SI unit for pressure is the newton per square meter (N/m2) or
pascal (Pa). Pressure is frequently expressed in terms of the height of a column of fluid
(viz., mercury) which it will support at a temperature of 20◦C.At standard atmospheric
pressure this height is 760 mm of mercury having a density of 13.5951 g/cm3. Some
common units of pressure are

1 atmosphere (atm) = 14.696 pounds per square inch absolute

= 1.01325× 105 newtons per square meter (Pa)

= 2116 pounds-force per square foot (lbf/ft2)

1 N/m2 ≡ 1 pascal (Pa)

1 atmosphere (atm) = 760 millimeters of mercury (mmHg)

1 bar = 105 newtons per square meter (100 kPa)

278
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Positive gage
pressure

p(
ab

so
lu

te
)

Zero absolute pressure

Atmospheric pressure

0

Negative gage
pressure or vacuum

Figure 6.1 Relationship between pressure terms.

1 bar = 105 Pa
1 microbar = 1 dyne per square centimeter

= 2.089 pounds-force per square foot
= 0.1 newton per square meter (0.1 Pa)

1 millimeter of mercury (mmHg) = 1333.22 microbar
= 133.322 newtons per square meter

(133.3 Pa)
1 micrometer = 10−6 meters of mercury (μm, microns)

= 10−3 millimeters of mercury (mmHg)
= 0.133322 newtons per square meter

(0.133 Pa)
1 torr ≡ 1 millimeter of mercury (mmHg)

1 inch of mercury = 70.73 pounds-force per square foot
1 inch of water = 5.203 pounds-force per square foot

1 pound per square inch absolute = 6894.76 newtons per square meter
(6.894 kPa)

= 0.070307 kilograms-force per square
centimeter (kgf/cm2), [kilopounds
per square centimeter (kp/cm2)]

Fluid pressure results from a momentum exchange between the molecules of the
fluid and a containing wall. The total momentum exchange is dependent on the total
number of molecules striking the wall per unit time and the average velocity of the
molecules. For an ideal gas it may be shown that the pressure is given by

p = 1
3nmv2

rms [6.1]

where n = molecular density, molecules/unit volume
m = molecular mass

vrms = root-mean-square molecular velocity
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280 C H A P T E R 6 • Pressure Measurement

It may also be shown that

vrms =
√

3kT

m
[6.2]

where T is the absolute temperature of the gas, K, and k is 1.3803× 10−23J/
molecule ·K (Boltzmann’s constant). Equation (6.1) is a kinetic-theory interpretation
of the ideal-gas law. An expression for the pressure in a liquid would not be so simple.

The mean free path is defined as the average distance a molecule travels between
collisions. For an ideal gas whose molecules act approximately like billiard balls

λ =
√

2

8πr2n
[6.3]

where r is the effective radius of the molecule andλ is the mean free path. It is clear that
the mean free path increases with a decrease in the gas density.At standard atmospheric
pressure and temperature the mean free path is quite small, of the order of 10−5 cm. At
a pressure of 1 μm, however, the mean free path would be of the order of 1 cm.At very
low pressures the mean free path may be significantly greater than a characteristic
dimension of the containing vessel. For air the relation for mean free path reduces to

λ = 8.64× 10−7 T

p
ft T in ◦R and p in lbf/ft2 [6.3a]

λ = 2.27× 10−5 T

p
m T in K and p in Pa [6.3b]

A variety of devices are available for pressure measurement, as we shall see in
the following sections. Static, that is, steady-state, pressure is not difficult to measure
with good accuracy. Dynamic measurements, however, are much more preplexing
because they are influenced strongly by the characteristics of the fluid being studied
as well as the construction of the measurement device. In many instances a pressure
instrument that gives very accurate results for a static measurement may be entirely
unsatisfactory for dynamic measurements. We shall discuss some of the factors that
are important for good dynamic response in conjunction with the exposition associated
with the different types of pressure-measurement devices.

Example 6.1 MEAN FREE PATH. Determine the mean free path for air at 20◦C and pressures of 1 atm,
1 torr, 1 μm, and 0.01 μm.

Solution

The calculation is performed using Eq. (6.3b) with T = 20◦C = 293 K and the following
pressures in pascals:

1 atm = 1.0132× 105 Pa

1 torr = 133.32 Pa

1 μm = 0.13332 Pa

0.01 μm = 1.332× 10−3 Pa

hol29303_ch06_278-311.pdf   3hol29303_ch06_278-311.pdf   3 8/12/2011   3:23:32 PM8/12/2011   3:23:32 PM
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Inserting the values in Eq. (6.3b) gives

λ(1 atm) = 6.564× 10−8 m

λ(1 torr) = 4.989× 10−5 m

λ(1 μm) = 0.04989 m

λ(0.01 μm) = 4.989 m

6.2 Dynamic Response Considerations

The transient response of pressure-measuring instruments is dependent on two fac-
tors: (1) the response of the transducer element that senses the pressure and (2) the
response of the pressure-transmitting fluid and the connecting tubing, etc. This lat-
ter factor is frequently the one that determines the overall frequency response of a
pressure-measurement system, and, eventually, direct calibration must be relied upon
for determining this response. An estimate of the behavior may be obtained with the
following analysis. Consider the system shown in Fig. 6.2. The fluctuating pressure
has a frequency of ω and an amplitude of p0 and is impressed on the tube of length L

and radius r. At the end of this tube is a chamber of volume V where the connection
to the pressure-sensitive transducer is made. The mass of fluid vibrates under the
influence of fluid friction in the tube, which tends to dampen the motion. If the con-
ventional formula for laminar friction resistance in the tube flow is used to represent
this friction, the resulting expression for the pressure-amplitude ratio is∣∣∣∣ p

p0

∣∣∣∣ = 1

{[1− (ω/ωn)2]2 + 4h2(ω/ωn)2}1/2
[6.4]

In this equation p is the amplitude of the pressure signal impressed on the transducer.
The natural frequency ωn is given by

ωn =
√

3πr2c2

4LV
[6.5]

and the damping ratio h is

h = 2μ

ρcr3

√
3LV

π
[6.6]

Pressure transmitting tube
Pressure

transducer

p0 2r

L

V

p

Figure 6.2 Schematic of pressure-transmitting system.
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282 C H A P T E R 6 • Pressure Measurement

In the above formulas c represents the velocity of sound in the fluid, μ is the dynamic
viscosity of the fluid, and ρ is the fluid density. The phase angle for the pressure
signal is

φ = tan−1 −2h(ω/ωn)

1− (ω/ωn)2
[6.7]

The velocity of sound for air may be calculated from

c = 49.1T 1/2 fts with T in ◦R

c = 20.04T 1/2 m/s with T in K

When the tube diameter is very small, as in a capillary, it is possible to produce a
very large damping ratio so that Eq. (6.4) will reduce to the following for frequencies
below the natural frequencies:∣∣∣∣ p

p0

∣∣∣∣ = 1

[1+ 4h2(ω/ωn)2]1/2
[6.8]

If the transmitting fluid is a gas, the entire system can act as a Helmholtz resonator
with a resonant frequency of

ωn =
[

πr2c2

V
(
L+ 1

2

√
π2r2

)
]1/2

[6.9]

More complete information on the dynamic response of pressure-measurement sys-
tems is given in Refs. [1], [7], and [11].

From both Eqs. (6.4) and (6.8) it is evident that a capillary tube may be used for
effective damping of pressure signals. The tube is then said to act as an acoustical
filter. The similarity of this system to that described in Sec. 2.7 and the discussion of
the seismic instrument in Sec. 11.3 are to be noted. It should be noted also that the
actual dynamic response for tube systems is strongly frequency-dependent, and the
preceding formulas must be accepted with possible modification in high-frequency
ranges. Tijdeman [18] and others [14 to 17] discuss experimental and analytical so-
lutions which are available for such problems. In a dynamic pressure-measurement
application one must also consider the frequency response of the pressure transducer
and its movement in the overall measurement system. In general, one should try
to design the system so that the natural frequency of the transducer is substantially
greater than the signal frequency to be measured. Dynamic pressure measurements are
particularly applicable to sound-level determinations, as discussed in Chap. 11. The
calibration of pressure transducers for dynamic measurement applications is rather
involved; it is discussed in detail in Ref. [19].

Example 6.2 NATURAL FREQUENCY FOR TUBE. A small tube, 0.5 mm in diameter, is connected
to a pressure transducer through a volume of 3.5 cm3. The tube has a length of 7.5 cm. Air
at 1 atm and 20◦C is the pressure-transmitting fluid. Calculate the natural frequency for this
system and the damping ratio.
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Solution

We shall use Eq. (6.9) for this calculation. For air

ρ = p

RT
= 1.0132× 105

(287)(293)
= 1.205 kg/m3

c = (20.04)(293)1/2 = 343 m/s

μ = 1.91× 10−5 kg/m · s (Table A.6, appendix)

Thus, ωn =
{

π(0.25× 10−3)2(343)2

(3.5× 10−6)[0.075+ (0.5)(π)(0.25× 10−3)1/2]

}1/2

= 296 Hz

The damping ratio is calculated with Eq. (6.6):

h = (2)(1.91× 10−5)

(1.205)(343)(0.25× 10−3)3

[
(3)(0.075)(3.5× 10−6)

π

]1/2

= 2.96

Example 6.3ATTENUATION IN TUBE. Calculate the attenuation of a 100-Hz pressure signal in the
system of Example 6.2.

Solution

For this calculation we employ Eq. (6.4). We have

ω

ωn

= 100

296
= 0.338

so that

∣∣∣∣ p

p0

∣∣∣∣ = 1

{[1− (0.338)2]2 + 4(2.96)2(0.338)2}1/2
= 0.457

6.3 Mechanical Pressure-Measurement

Devices

Mechanical devices offer the simplest means for pressure measurement. In this section
we shall examine the principles of some of the more important arrangements.

The fluid manometer is a widely used device for measurement of fluid pressures
under steady-state and laboratory conditions. Consider first the U-tube manometer
shown in Fig. 6.3. The difference in pressure between the unknown pressure p and
the atmosphere is determined as a function of the differential height h. The density
of the fluid transmitting the pressure p is ρf , and the density of the manometer fluid
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p

Pressure
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Figure 6.3 U-tube manometer.

is designated as ρm. A pressure balance of the two columns dictates that

pa + g

gc

hρm = p+ g

gc

hρf [6.10]

or p− pa = g

gc

h(ρm − ρf ) [6.11]

Equation (6.11) gives the basic principle of the U-tube manometer. It is to be noted that
the distance h is measured parallel to the gravitational force and that the differential
pressure p − pa is measured at the location designated by the dashed line. If the
location of the pressure source is at a different elevation from this point, there could
be an appreciable error in the pressure determination, depending on the density of the
transmitting fluid.

The sensitivity of the U-tube manometer may be defined as

Sensitivity = h/(p− pa) = h/�p = 1/(g/gc)(ρm − ρf )

or for a manometer with ρm � ρf ,

Sensitivity = 1/ρm(g/gc)

A well-type manometer operates in the same manner as the U-tube manometer,
except that the construction is as shown in Fig. 6.4. In this case the pressure balance
of Eq. (6.10) still yields

p− pa = g

gc

h(ρm − ρf )

This equation is seldom used, however, because the height h is not the fluid displace-
ment which is normally measured. Typically, the well-type manometer is filled to a
certain level at zero-pressure differential conditions. A measurement is then made of
the displacement of the small column from this zero level. Designating this displace-
ment by h′, we have

h′A2 = (h− h′)A1 [6.12]
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Figure 6.4 Well-type manometer.

since the volume displacements are the same on both sides of the manometer. Inserting
Eq. (6.12) in (6.10) gives

p− pa = g

gc

h′
(

A2

A1
+ 1

)
(ρm − ρf ) [6.13]

Commercial well-type manometers have the scale for the manometer column grad-
uated so that the user need not apply the area correction factor to the indicated dis-
placement h′. Thus, for an area ratio of A2/A1 = 0.03 a true reading of 10.0 in for h′

would be indicated as 10.3 as a result of the special scale graduation. The indicated
value is then substituted for h in Eq. (6.11).

Manometers may be oriented in an inclined position to lengthen the scale and
to improve readability, or special optical sightglasses and vernier scales may be em-
ployed to provide more accurate location and indication of the manometer-fluid height
than could be obtained with the naked eye. When mercury is the manometer fluid,
variable-reluctance pickups may be used to sense accurately the fluid height. Special
metal floats may also afford such a convenience with less dense fluids which are
nonconductive.

For a manometer inclined at an angle θ with the horizontal the sensitivity becomes

Sensitivity = L/�p = 1/(ρm − ρf ) sin θ(g/gc)

where L is the measured fluid displacement along the incline and h = L sin θ

Now consider a two-fluid manometer consisting of two reservoirs of diameter D
connected by a U-tube of smaller diameter d. Reservoir 1 contains a fluid with density
ρ1, while reservoir 2 contains a fluid having a density ρ2. The assembly is subjected
to a pressure differential �p. The sensitivity may be derived as

Sensitivity = h/�p = {[(d/D)2(ρ2 + ρ1)+ (ρ2 − ρ1)](g/gc)}−1

where

h = hinitial interface − hfinal interface

When D � d and the difference in the two fluid densities is small, a very large
sensitivity can result. This situation forms the basis for the micromanometer [24].
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Example 6.4 U-TUBE MANOMETER. A U-tube manometer employs a special oil having a specific
gravity of 0.82 for the manometer fluid. One side of the manometer is open to local atmospheric
pressure of 29.3 inHg and the difference in column heights is measured as 20 cm± 1.0 mm
when exposed to an air source at 25◦C. Standard acceleration of gravity is present. Calculate
the pressure of the air source in pascals and its uncertainty.

Solution

The manometer fluid has a density of 82 percent of that of water at 25◦C; so,

ρm = 0.82ρw = (0.82)(996 kg/m3) = 816.7 kg/m3

The local atmospheric pressure is

pa = 29.3 inHg = 9.922× 104 Pa

The “fluid” in this problem is the air which has a density at the above pressure and 25◦C (298 K)
of

ρf = ρa = p

RT
= 9.922× 104

(287)(298)
= 1.16 kg/m3

For this problem the density is negligible compared to that of the manometer fluid, but we shall
include it anyway. From Eq. (6.11)

p− pa = g

gc

h(ρm − ρf )

= 9.807

1.0
(0.2)(816.7− 1.16)

= 1600 Pa

or p = 1600+ 9.922× 104 = 1.0082× 105 Pa

Comment

The uncertainty of the column height measurement is 1.0/200 = 0.5 percent. If all other terms
are exact, the uncertainty in the pressure measurement would be 0.5 percent of 1600 or 8 Pa. It
is unlikely that the local atmospheric pressure and temperature or specific gravity of the fluid
would be known exactly, so they too would make a contribution to the uncertainty. But no
information is given to determine their influence.

When a well-type manometer is arranged as in Fig. 6.5, it is commonly called a
barometer. The top of the column contains saturated mercury vapor at the local tem-
perature. This saturation pressure is negligible in comparison to atmospheric pressure.
The well is exposed to atmospheric pressure. The height h is thus a measure of the ab-
solute atmospheric pressure. When pa = 14.696 psia (1 atm), the height of a column
of mercury at 68◦F (20◦C) would be 760 mm.

The column has a graduated scale fixed in position which requires that the instru-
ment be zeroed for each reading because the level of the well will vary with height
of the mercury in the column. The zeroing is accomplished with a screw adjustment
which sets the level of the well at a reference position.
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Figure 6.5 Manometer used as a barometer.

At this point we should note that many pressure-measurement devices indicate
gage pressure, or the difference between the absolute and local atmospheric pressures.
To obtain the absolute pressure, one must, of course, calculate

p (absolute) = p (gage)+ p (atm)

The local atmospheric pressure must be obtained from a local measurement near the
place where the gage pressure is measured. Such a measurement might be performed
with a mercury barometer. We must note that local atmospheric pressure can vary
between the inside and outside of a building because of the ventilation systems.

A common mistake made by novice experimentalists is to take the local atmo-
spheric pressure as the value given by the local weather bureau. Such practice can
produce major errors because the value stated by the weather bureau is corrected to
sea level, using the altitude at the weather station. In Denver, Colorado, for example,
at an altitude of about 5000 ft, when the weather station reports a barometric pressure
of 760 mm (29.92 in) of mercury, the true barometric pressure is only 632 mm, or
17 percent less than the 760-mm value. For altitudes between 0 and 36,000 ft the
standard atmosphere is expressed by

p = p0

(
1− BZ

T0

)5.26

[6.14]

where p0 = standard atmospheric pressure at sea level

Z = altitude, m or ft

T0 = 518.69◦R = 288.16 K = 15◦C
B = 0.003566◦R/ft = 0.00650 K/m

Example 6.5INFLUENCE OF BAROMETER READING ON VACUUM MEASUREMENT. Apres-
sure measurement is made in Denver, Colorado (elevation 5000 ft), indicating a vacuum of
75 kPa. The weather bureau reports a barometer reading of 29.92 inHg. The absolute pressure is
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to be calculated from this information. What percent error would result if the above barometric
pressure were taken at face value?

Solution

The absolute pressure is given by

pabsolute = patm − pvacuum [a]

If the barometer report is taken at face value,

patm = (29.92)(25.4) = 760 mmHg = 101.32 kPa

and the absolute pressure is

pabsolute = 101.32− 75 = 26.32 kPa [b]

Assuming the correction for altitude is given by Eq. (6.14), the true atmospheric pressure at
the weather bureau is

patm = (760)[1− (0.003566)(5000)/518.69]5.26 = 632.3 mmHg = 84.29 kPa

Assuming the local atmospheric pressure where the measurement is taken has this same value,
the true absolute pressure is therefore

Pabsolute = 84.29− 75 = 9.29 kPa [c]

The percent error between the values in Eqs. (b) and (c) is

% error = 26.32− 9.29

9.29
× 100 = +183 percent

Obviously, the local barometric pressure must be used instead of the value reported by the
weather bureau.

6.4 Dead-Weight Tester

The dead-weight tester is a device used for balancing a fluid pressure with a known
weight. Typically, it is a device used for static calibration of pressure gages and
is seldom employed for an actual pressure measurement. Our discussion will be
concerned only with the use of the dead-weight tester as a calibration device.

Consider the schematic in Fig. 6.6. The apparatus is set up for calibration of the
pressure gage G. The chamber and cylinder of the tester are filled with a clean oil by
first moving the plunger to its most forward position and then slowly withdrawing
it while the oil is poured in through the opening for the piston. The gage to be
tested is installed and the piston inserted in the cylinder. The pressure exerted on
the fluid by the piston is now transmitted to the gage when the valve is opened.
This pressure may be varied by adding weights to the piston or by using different
piston-cylinder combinations of varying areas. The viscous friction between the piston
and the cylinder in the axial direction may be substantially reduced by rotating the
piston-weight assembly while the measurement is taken. As the pressure is increased,
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Figure 6.6 Schematic of a dead-weight tester.

it may be necessary to advance the plunger to account for the compression of the oil
and any entrapped gases in the apparatus. High-pressure–dead-weight testers have a
special lever system which is used to apply large forces to the piston.

The accuracies of dead-weight testers are limited by two factors: (1) the friction
between the cylinder and the piston and (2) the uncertainty in the area of the piston.
The friction is reduced by rotation of the piston and use of long enough surfaces to
ensure negligible flow of oil through the annular space between the piston and the
cylinder. The area upon which the weight force acts is not the area of the piston or the
area of the cylinder; it is some effective area between these two which depends on
the clearance spacing and the viscosity of the oil. The smaller the clearance, the more
closely the effective area will approximate the cross-sectional area of the piston. It
can be shown1 that the percentage error due to the clearance varies according to

Percent error ∼ (ρ �p)1/2b3

μDL
[6.15]

where ρ = density of the oil

�p = pressure differential on the cylinder

b = clearance spacing

μ = viscosity

D = piston diameter

L = piston length

1See, e.g., Ref. [10], p. 105.
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At high pressures there can be an elastic deformation of the cylinder which increases
the clearance spacing and thereby increases the error of the tester.

6.5 Bourdon-Tube Pressure Gage

Bourdon-tube pressure gages enjoy a wide range of application where consistent, inex-
pensive measurements of static pressure are desired. They are commercially available
in many sizes (1- to 16-in diameter) and accuracies. The Heise gage2 is an extremely
accurate bourdon-tube gage with an accuracy of 0.1 percent of full-scale reading; it
is frequently employed as a secondary pressure standard in laboratory work.

The construction of a bourdon-tube gage is shown in Fig. 6.7. The bourdon tube
itself is usually an elliptical cross-sectional tube having a C-shape configuration.
When the pressure is applied to the inside of the tube, an elastic deformation results,
which, ideally, is proportional to the pressure. The degree of linearity depends on the
quality of the gage. The end of the gage is connected to a spring-loaded linkage, which
amplifies the displacement and transforms it to an angular rotation of the pointer. The
linkage is constructed so that the mechanism may be adjusted for optimum linearity
and minimum hysteresis, as well as to compensate for wear which may develop over

p

Bourdon tube

Rack

Adjusting
screw

Pivot

Adjusting
linkage

Needle
shaft

Figure 6.7 Schematic of a bourdon-tube pressure gage.

2Manufactured by Heise Gage Company, Newton, CT.
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a period of time. Electrical-resistance strain gages (Sec. 10.7) may also be installed
on the bourdon tube to sense the elastic deformation. A proprietary design of digital
pressure transducers based upon piezoresistance strain gage response claims an ac-
curacy of 0.02 percent of full scale and is available in full-scale ranges from l0 to
10,000 psia.3

6.6 Diaphragm and Bellows Gages

Diaphragm and bellows gages represent similar types of elastic deformation devices
useful for many pressure-measurement applications. Consider first the flat diaphragm
subjected to the differential pressure p1−p2, as shown in Fig. 6.8. The diaphragm will
be deflected in accordance with this pressure differential and the deflection sensed by
an appropriate displacement transducer. Electrical-resistance strain gages may also be
installed on the diaphragm, as shown in Fig. 6.9. The output of these gages is a function
of the local strain, which, in turn, may be related to the diaphragm deflection and
pressure differential. Both semiconductor and foil grad strain gages are employed in
practice. Accuracies of±0.5 percent of full scale are typical. The deflection generally
follows a linear variation with �p when the deflection is less than one-third the
diaphragm thickness. Figure 6.10 compares the deflection characteristics of three
diaphragm arrangements as given by Roark [9]. Note that the first two diaphragms
have uniform pressure loading over the entire surface of the disk, while the third type
has a load which is applied at the center boss. In all three cases it is assumed that the
outer edge of the disk is rigidly fixed and supported. To facilitate linear response over
a larger range of deflections than that imposed by the one-third-thickness restriction,
the diaphragm may be constructed from a corrugated disk, as shown in Fig. 6.11. This
type of diaphragm is most suitable for those applications where a mechanical device
is used for sensing the deflection of the diaphragm. Larger deflections are usually
necessary with a mechanical amplification device than for electric transducers. A
good summary of the properties of corrugated diaphragms is given in Ref. [12].

The bellows gage is depicted schematically in Fig. 6.12. A differential pressure
force causes a displacement of the bellows, which may be converted to an electrical
signal or undergo a mechanical amplification to permit display of the output on an
indicator dial. The bellows gage is generally unsuitable for transient measurements
because of the larger relative motion and mass involved. The diaphragm gage, on
the other hand, which may be quite stiff, involves rather small displacements and is
suitable for high-frequency pressure measurements.

The deflection of a diaphragm under pressure may be sensed by a capacitance
variation, as shown in Fig. 6.13. Such pressure pickups are well suited for dynamic
measurements since the natural frequency of diaphragms can be rather high. The ca-
pacitance pickup, however, involves low sensitivity, and special care must be exerted
in the construction of readout circuitry. A schematic diagram of a LVDT-diaphragm

3Heise Model DXD, Ashcroft Inc., Stratford, CT.
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Figure 6.8 Schematic of a diaphragm gage.
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Figure 6.9 Diaphragm gage using electrical-resistance strain gages.
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Figure 6.10 Deflection characteristics of three diaphragm arrangements, according to
Ref. [9]. (a) Edges fixed, uniform load over entire surface; (b) outer edge
fixed and supported, inner edge fixed, uniform load over entire actual
surface; (c) outer edge fixed and supported, inner edge fixed, uniform
load along inner edge.
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Figure 6.11 Corrugated-disk diaphragm.

p2

Displacement
of bellows

p1

Figure 6.12 Schematic of a bellows pressure gage.
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Figure 6.13 Capacitance pressure gage.

differential pressure gage is shown in Fig. 6.14. Commercial models of this type of
gage permit measurement of pressures as low as 0.00035 psi (0.25 Pa).

The natural frequency of a circular diaphragm fixed at its perimeter is given by
Hetenyi [5] as

f = 10.21

a2

√
gcEt2

12(1− μ2)ρ
Hz [6.16]

where E = modulus of elasticity, psi or Pa

t = thickness, in or m

a = radius of diaphragm, in or m

ρ = density of material, lbm/in3 or kg/m3

gc = dimensional conversion constant

= 385.9 lbm · in/lbf · s2 or 1.0 kg · m/N · s2

μ = Poisson’s ratio
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Figure 6.14 Schematic of diaphragm LVDT combination used as differential
pressure gage.

Equation (6.16) may be simplified to the following relation for steel diaphragms:

f = 1.934× 106 t

πa2
(t and a in in) [6.17a]

= 4.912× 104 t

πa2
(t and a in m) [6.17b]

Piezoresistive or semiconductor pressure transducers usually consist of a silicon
diaphragm with a semiconductor strain gage bonded to the diaphragm to measure
deflection.

Reference [21] gives the construction details of a number of commercial pressure
transducers and techniques for thermal compensation.

Example 6.6 NATURAL FREQUENCY OF A DIAPHRAGM GAGE. A diaphragm pressure gage
is to be constructed of spring steel (E = 200 GN/m2, μ = 0.3) 5.0 cm in diameter and is
to be designed to measure a maximum pressure of 1.4 MPa. Calculate the thickness of the
gage required so that the maximum deflection is one-third this thickness. Calculate the natural
frequency of this diaphragm.

hol29303_ch06_278-311.pdf   17hol29303_ch06_278-311.pdf   17 8/12/2011   3:23:33 PM8/12/2011   3:23:33 PM



6.7 The Bridgman Gage 295

Solution

Using the relation from Fig. 6.10, we have

1

3
t = 3 �p

16Et3
a4(1− μ2)

t4 = (0)(1.4× 106)(0.025)4[1− (0.3)2]

(16)(2× 1011)

t = 1.09 mm

We may calculate the natural frequency from Eq. (6.16)

f = 10.21

(0.025)2

[
(1.0)(2× 1011)(0.00109)2

(12)[1− (0.3)2](7800)

]1/2

= 27,285 Hz

6.7 The Bridgman Gage
4

It is known that resistance of fine wires changes with the pressure according to a
linear relationship.

R = R1(1+ b�p) [6.18]

R1 is the resistance at 1 atm, b is the pressure coefficient of resistance, and �p is
the gage pressure. The effect may be used for measurement of pressures as high as
100,000 atm [4]. A pressure transducer based on this principle is called a Bridgman
gage. A typical gage employs a fine wire of Manganin (84% Cu, 12% Mn, 4% Ni)
wound in a coil and enclosed in a suitable pressure container. The pressure coefficient
of resistance for this material is about 1.7× 10−7 psi−1(2.5× 10−11 Pa−1). The total
resistance of the wire is about 100 	, and conventional bridge circuits are employed
for measuring the change in resistance. Such gages are subject to aging over a period
of time so that frequent calibration is required; however, when properly calibrated,
the gage can be used for high-pressure measurement with an accuracy of 0.1 percent.
The transient response of the gage is exceedingly good. The resistance wire itself
can respond to variations in the megahertz range. Of course, the overall frequency
response of the pressure-measurement system would be limited to much lower values
because of the acoustic response of the transmitting fluid. Many of the problems
associated with high-pressure measurement are discussed more fully in Refs. [2], [6],
and [13].

4P. W. Bridgman, Proc. Natl. Acad. Sci., U.S., vol. 3, p. 10, 1917.
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6.8 Low-Pressure Measurement

The science of low-pressure measurement is a rather specialized field which requires
considerable care on the part of the experimentalist. The purpose of our discussion is
to call attention to the more prominent types of vacuum instruments and to describe the
physical principles upon which they operate. For readers requiring more specialized
information we refer them to the excellent monograph by Dushman and Lafferty [3].
The reader may also consult this reference for information on the various techniques
for producing and maintaining a vacuum.

For moderate vacuum measurements the bourdon gage, manometers, and vari-
ous diaphragm gages may be employed. Our discussion in this section, however, is
concerned with the measurement of low pressures which are not usually accessible to
the conventional gages. In this sense we are primarily interested in absolute pressures
below 1 torr (1 mmHg, 133 Pa).

6.9 The McLeod Gage
5

The McLeod gage is a modified mercury manometer which is constructed as shown
in Fig. 6.15. The movable reservoir is lowered until the mercury column drops below
the opening O. The bulb B and capillary C are then at the same pressure as the vacuum
source p. The reservoir is subsequently raised until the mercury fills the bulb and rises
in the capillary to a point where the level in the reference capillary is located at the
zero point. The volume of the capillary per unit length is denoted by a so that the
volume of the gas in the capillary is

Vc = ay [6.19]

where y is the length of the capillary occupied by the gas.
We designate the volume of the capillary, bulb, and tube down to the opening as

VB. If we assume isothermal compression of the gas in the capillary, we have

pc = p
VB

Vc

[6.20]

Now, the pressure indicated by the capillary is

pc − p = y [6.21]

where we are expressing the pressure in terms of the height of the mercury column.
Combining Eqs. (6.19) to (6.21) gives

p = ay2

VB − ay
= yVc

VB − ay
[6.22]

5H. McLeod, Phil. Mag., vol. 48, p. 110, 1874.
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Figure 6.15 The McLeod gage.

For most cases ay 	 VB and

p = ay2

VB

[6.23]

Commercial McLeod gages have the capillary calibrated directly in micrometers.
The McLeod gage is sensitive to condensed vapors that may be present in the sample
because they can condense upon compression and invalidate Eq. (6.20). For dry gases
the gage is applicable from 10−2 to 102 μm (0.0013 to 13.3 Pa).

Example 6.7ERROR IN MCLEOD GAGE. AMcLeod gage has VB= 100 cm3 and a capillary diameter
of 1 mm. Calculate the pressure indicated by a reading of 3.00 cm. What error would result if
Eq. (6.23) were used instead of Eq. (6.22)?

Solution

We have

Vc = π(1)2

4
(30.0) = 23.6 mm3

VB = 105 mm3
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From Eq. (6.22)

p = (23.6)(30.0)

105 − 23.6
= 0.0071 torr = 7.1 μm (0.94 Pa)

The fractional error in using Eq. (6.23) would be

Error = ay

VB

= 2.36× 10−4

or a negligibly small value.

6.10 Pirani Thermal-Conductivity Gage
6

At low pressures the effective thermal conductivity of gases decreases with pressure.
The Pirani gage is a device that measures the pressure through the change in thermal
conductance of the gas. The gage is constructed as shown in Fig. 6.16. An electrically
heated filament is placed inside the vacuum space. The heat loss from the filament
is dependent on the thermal conductivity of the gas and the filament temperature.
The lower the pressure, the lower the thermal conductivity and, consequently, the
higher the filament temperature for a given electric-energy input. The temperature
of the filament could be measured by a thermocouple, but in the Pirani-type gage
the measurement is made by observing the variation in resistance of the filament
material (tungsten, platinum, etc.). The resistance measurement may be performed
with an appropriate bridge circuit. The heat loss from the filament is also a function
of the ambient temperature, and, in practice, two gages are connected in series, as
shown in Fig. 6.17, to compensate for possible variations in the ambient conditions.
The measurement gage is evacuated, and both it and the sealed gage are exposed
to the same environment conditions. The bridge circuit is then adjusted (through
resistance R2) to produce a null condition. When the test gage is now exposed to the
particular pressure conditions, the deflection of the bridge from the null position will
be compensated for changes in environment temperature.

Pirani gages require an empirical calibration and are not generally suitable for
use at pressures much below 1 μm. The upper limit is about 1 torr (133 Pa), giving
an overall range of about 0.1 to 100 Pa. For higher pressures the thermal conductance
changes very little with pressure. It must be noted that the heat loss from the filament
is also a function of the conduction losses to the filament supports and radiation losses
to the surroundings. The lower limit of applicability of the gage is the point where
these effects overshadow the condition into the gas. The transient response of the
Pirani gage is poor. The time necessary for the establishment of thermal equilibrium
may be of the order of several minutes at low pressures.

6M. Pirani, Verhandl. deut. physik. Ges., vol. 8, p. 686, 1906.
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Figure 6.16 Schematic of Pirani gage.
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Figure 6.17 Pirani-gage arrangement to compensate for change
in ambient temperature.

6.11 The Knudsen Gage
7

Consider the arrangement shown in Fig. 6.18. Two vanes V along with the mirror M

are mounted on the thin-filament suspension. Near these vanes are two heated plates
P , each of which is maintained at a temperature T . The separation distance between
the vanes and plates is less than the mean free path of the surrounding gas. Heaters
are installed so that the temperature of the plates is higher than that of the surrounding
gas. The vanes are at the temperature of the gas Tg. The molecules striking the vanes
from the hot plates have a higher velocity than those leaving the vanes because of
the difference in temperature. Thus, there is a net momentum imparted to the vanes
which may be measured by observing the angular displacement of the mirror, similar
to the technique used in a lightbeam galvanometer. The total momentum exchange
with the vanes is a function of molecular density, which, in turn, is related to the
pressure and temperature of the gas. An expression for the gas pressure may thus be
derived in terms of the temperatures and the measured force. For small temperature
differences T − Tg it may be shown that this relation is [3]

p = 4F
Tg

T − Tg

[6.24]

where the pressure is in dynes per square centimeter when the force is in dynes. The
temperatures are in degrees kelvin.

7M. Knudsen, Ann. Physik, vol. 32, p. 809,1910.
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Figure 6.18 Schematic of Knudsen gage.

The Knudsen gage furnishes an absolute measurement of the pressure which is
independent of the molecular weight of the gas. It is suitable for use between 10−5

and 10 μm (10−6 to 1 Pa) and may be used as a calibration device for other gages in
this region.

6.12 The Ionization Gage

Consider the arrangement shown in Fig. 6.19, which is similar to the ordinary
triode vacuum tube. The heated cathode emits electrons, which are accelerated by the
positively charged grid. As the electrons move toward the grid, they produce ioniza-
tion of the gas molecules through collisions. The plate is maintained at a negative
potential so that the positive ions are collected there, producing the plate current ip.
The electrons and negative ions are collected by the grid, producing the grid current
ig. It is found that the pressure of the gas is proportional to the ratio of plate current
to grid current.

p = 1

S

ip

ig
[6.25]
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Figure 6.19 Schematic of ionization gage.
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Figure 6.20 Schematic of Alphatron gage.

where the proportionality constant S is called the “sensitivity” of the gage. A typical
value for nitrogen is S = 20 torr−1 (2.67 kPa−1), but the exact value must be
determined by calibration of the particular gage. The value of S is a function of
the tube geometry and the type of gas.

Conventional ionization gages are suitable for measurements between 1.0 and
10−5 μm (0.13 to 1.3×10−6 Pa), and the current output is usually linear in this range.
At higher pressures there is the danger of burning out the cathode. Special types
of ionization gages are suitable for measurements of pressures as low as 10−2 torr
(0.13 nPa). Very precise experimental techniques are required, however, in order to
perform measurements at these high vacuums. The interested reader should consult
Ref. [3] for additional information.

6.13 The Alphatron
8

The Alphatron is a radioactive ionization gage, shown schematically in Fig. 6.20. A
small radium source serves as an alpha-particle emitter. These particles ionize the gas
inside the gage enclosure, and the degree of ionization is determined by measuring

8National Research Corp., Cambridge, MA.
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the voltage output Eo. The degree of ionization is a direct linear function of pressure
for a rather wide range of pressures, from 10−3 to 103 torr (0.1 to 105 Pa). The output
characteristics, however, are different for each type of gas used. The lower pressure
limit of the gage is determined by the length of the mean free path of the alpha particles
as compared with the enclosure dimensions. At very low pressures the mean free path
becomes so large that very few collisions are probable in the gage, and hence the
ionization level is very small. The Alphatron has the advantages that it may be used
at atmospheric pressure as well as high vacuum and that there is no heated filament
to contend with as in the conventional ionization gage. Consequently, there is no
problem of accidentally burning out a filament because of an inadvertent exposure of
the gage to high (above 10−1 torr or 13 Pa) pressures.

6.14 Summary

Figure 6.21 gives a convenient summary of the pressure ranges for which the gages
discussed are normally employed in practice.
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Figure 6.21 Summary of applicable range of pressure gages.
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Development of solid-state pressure transducers employing semiconductors,
quartz resonators, and integrated circuits is described in the survey article of Ref.
[22]. In some cases accuracies of 0.001 percent have been achieved.

6.15 Review Questions

6.1. Distinguish among gage pressure, absolute pressure, and vacuum.

6.2. To transmit a high-frequency pressure signal, one should select
(a) A short, small-diameter tube
(b) A short, large-diameter tube
(c) A long, small-diameter tube
(d) A long, large-diameter tube

6.3. What are the advantages of the manometer pressure-measurement device?

6.4. What is the advantage of a well-type manometer?

6.5. What are some advantages of the bourdon-tube, diaphragm, and bellows gages?

6.6. Describe the principle of operation of a McLeod gage.

6.7. Describe the Pirani gage.

6.8. When is the Knudsen gage used?

6.9. Describe the ionization gage. How does it differ from the Pirani gage? What
disadvantages does it have?

6.16 Problems

6.1. A mercury barometer is constructed like that shown in Fig. 6.5. The column is a
glass tube 0.250 in ID and 0.375 in OD, and the well is a glass dish 1.50 in ID.
Calculate the percent error which would result if an area correction factor were
not used.

6.2. Derive an expression for the radius of a simple diaphragm as shown in Fig. 6.10
using the following restrictions:
(a) The maximum deflection is one-third the thickness.
(b) The maximum deflection must be 100 times as great as the uncertainty in the

deflection measurement wy.
Assume that the maximum pressure differential �p is given as well as wy.

6.3. Determine the factor to convert pressure in inches of water to pounds per square
foot.

6.4. The effective radius of an air molecule is about 1.85 × 10−8 cm. Calculate the
mean free path at 70◦F and the following pressures: 1 atm, 1 torr, 1 μm, 1 inH2O,
and 10−3μm.
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6.5. Reduce Eq. (6.3) to an expression for mean free path in terms of pressure in
micrometers, temperature in degrees kelvin, molecular weight of the gas, and
effective molecular diameter.

6.6. A dynamic pressure measurement is to be made with an apparatus similar to that
shown in Fig. 6.2. The appropriate dimensions are

L = 2.50 in

r = 0.005 in

V = 0.10 in3

The fluid is air at 70◦F and 14.7 psia. Plot the pressure-amplitude ratio versus
ω/ωn according to both Eqs. (6.4) and (6.8).

6.7. Plot the error in Eq. (6.8) versus r2L/V .

6.8. Calculate the resonant frequency of the system in Prob. 6.6, assuming that it acts
as a Helmholtz resonator.

6.9. A well-type manometer uses a special bromide fluid having a specific gravity of
2.95. The well has a diameter of 3.00 in and the tube has a diameter of 0.200 in.
The manometer is to be used to measure a differential pressure in a water-flow
system. The scale placed alongside the tube has no correction factor for the area
ratio of the manometer. Calculate the value of a factor that may be multiplied by
the manometer reading in inches to find the pressure differential in pounds per
square inch.

6.10. A vacuum gage is to use an LVDT-diaphragm combination like that shown in
Fig. 6.14. The LVDT has a sensitivity of 2.5 nm, and the diaphragm is to be con-
structed of steel (E= 2× 1011 Pa, μ= 0.3) with a diameter of 15 cm. Calculate
the diaphragm thickness in accordance with the restriction that the maximum
deflection does not exceed one-third this thickness. What is the lowest pressure
which may be sensed by this instrument?

6.11. Calculate the natural frequency of the diaphragm in Prob. 6.10.

6.12. A Bridgman gage uses a coil of Manganin wire having a nominal resistance of
100 	 at atmospheric pressure. The gage is to be used to measure a pressure of
1000 psig with an uncertainty of 0.1 percent. What is the allowable uncertainty
in the resistance measurement?

6.13. Suppose the Bridgman gage of Prob. 6.12 is connected to the bridge circuit of
Fig. 4.25 so that the gage is R1 and all resistances are equal to 100 	 at a pressure
of 1 atm. The battery voltage is 4.0 V, and the detector is a high-impedance
voltage-measuring device. The bridge is assumed to be in balance at p = 1 atm.
Calculate the voltage output of the bridge at p = 1000 psig.

6.14. Rework Example 6.2 assuming the diameter of the capillary to be 0.2 mm.

6.15. A Knudsen gage is to be designed to operate at a maximum pressure of 1.0 μm.
For this application the spacing of the vane and plate is to be less than 0.3 mean
free path at this pressure. Calculate the force on the vanes at pressures 1.0 and
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0.01 μm when the gas temperature is 20◦C and the temperature difference is
50.0 K.

6.16. Acapacitance-diaphragm pressure gage as shown in Fig. 6.13 is to be used to mea-
sure pressure differentials as high as 1000 psi at frequencies as high as 15,000 Hz.
The diameter of the diaphragm is not to exceed 0.500 in. Calculate the thickness
and diameter of the diaphragm to accomplish this (the natural frequency should be
at least 30,000 Hz). Choose a suitable gap spacing, and estimate the capacitance-
pressure sensitivity of the device. Assume the dielectric constant is that of air.

6.17. A bourdon-tube pressure gage having an internal volume of 1.0 in3 is used for
measuring pressure in a fluctuating air system having frequencies as high as
100 Hz. Design an acoustical filter which will attenuate all frequencies above
20 Hz by 99 percent. Plot the frequency response of this filter.

6.18. An acoustic filter is to be designed to attenuate sharp pressure transients in air
above 50 Hz. The volume of air contained in the pressure-transducer cavity is
0.6 in3, and a capillary tube connects the cavity to the pressure source. If the
50-Hz frequency is to be attenuated by 50 percent, determine the capillary length
and diameter for system natural frequencies of (a) 50 Hz, (b) 100 Hz, and
(c) 500 Hz.

6.19. A U-tube manometer uses tubes of 0.250 and 0.500 in diameters for the two legs.
When subjected to a certain pressure, the difference in height of the two fluid
columns is 10.0 inHg. What would have been the reading if both tubes were the
same diameter? The measurement is performed on air.

6.20. A pressure signal is fed through a line having an inside diameter of 1.5 mm and a
length of 1.5 m. The line is connected to a pressure transducer having a volume of
approximately 5 cm3. Air at 690 kPa and 90◦C is the transmitting fluid. Calculate
the natural frequency and damping ratio for this system.

6.21. The manometer of Prob. 6.19 uses a fluid having a specific gravity of 1.85. The
sensing fluid is water. What is the pressure difference when the difference in
heights of the columns is 5.0 in? Assume that both legs of the manometer are
filled with water.

6.22. A diaphragm-pressure gage is constructed of spring steel to measure a pressure
differential of 1000 psi. The diameter of the diaphragm is 0.5 in. Calculate the
diaphragm thickness so that the maximum deflection is one-third the thickness.
What is the natural frequency of this diaphragm?

6.23. A Bridgman gage is to be used to measure a pressure of 10,000 psi using a Man-
ganin element having a resistance of 100 	 at atmospheric pressure. Calculate
the resistance of the gage under high-pressure conditions. If the gage is one leg of
a bridge whose other legs all have values of exactly 100 	, calculate the voltage
output of the bridge for a constant-voltage source of 24 V.

6.24. A McLeod gage is available which has a volume VB of 150 cm3 and a capillary
diameter of 0.3 mm. Calculate the gage reading for a pressure of 30 μm.
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6.25. What is the approximate range of mean free paths for air over the range of
pressures for which the Knudsen gage is applicable?

6.26. A special high-pressure U-tube manometer is constructed to measure pressure
differential in air at 13.8 MPa and 20◦C. When an oil having a specific gravity of
0.83 is used as the fluid, calculate the differential pressure in pounds per square
inch absolute that would be indicated by a 135-mm reading.

6.27. A diaphragm like that shown in Fig. 6.10c has a = 1.0 in, b = 0.125 in, and
t = 0.048 in and is constructed of spring steel. It is subjected to a total loading
of 600 lbf. Calculate the deflection.

6.28. A U-tube manometer is used to measure a differential air pressure with a fluid
having a specific gravity of 0.8. The air is at 400 kPa and 10◦C. Calculate the
differential pressure for difference in heights of the manometer legs of 12 cm.
Express in units of both psia and pascals.

6.29. Calculate the mean free path for air at standard conditions of 1 atm and 20◦C.

6.30. A diaphragm pressure gage is constructed as in Fig. 6.10b, with a = 2.5 cm,
b = 0.3 cm, and t = 0.122 cm. The material is spring steel. What pressure, in
pascals, will be necessary to cause a deflection of 0.04 cm?

6.31. Suppose the diaphragm of Prob. 6.30 is constructed as in Fig. 6.10a. What pres-
sure would cause the same deflection? What would be the natural frequency of
this diaphragm?

6.32. Prepare a matrix table for pressure conversions among the following units: psia,
Pa, mmHg, inH2O, atm, and kp/cm2.

6.33. In Laramie, Wyoming, the weather bureau reports the barometric pressure as
29.8 in of mercury. At the University of Wyoming (in Laramie) a group of stu-
dents measures the air pressure in a 100-liter tank as 10 kPa gage pressure. The
temperature of the air is 20◦C. If the altitude for Laramie is 7200 ft, calculate the
mass of air in the tank. What error would result if the local atmospheric pressure
were taken as the value quoted by the weather bureau?

6.34. On the same day, at the same time, another group of students at the University
of Wyoming (as in Prob. 6.33) makes a vacuum measurement indicating 10 psig
vacuum. Calculate the percent error in determination of absolute pressure if the
atmospheric pressure were taken as the weather bureau value.

6.35. A U-tube manometer contains a fluid having a specific gravity of 1.75 and is used
to measure a differential pressure in water. What will be the differential pressure,
in pascals, for a reading of 10.5 cm?

6.36. The same manometer as in Prob. 6.35 is used to measure the same differen-
tial pressure in air at 1 atm and 20◦C. What would be the reading under these
conditions?

6.37. A well-type manometer has the measurement leg inclined at 30◦ from the hori-
zontal. The diameter of the measurement column is 5 mm and the diameter of the
well is 5 cm. An oil having a specific gravity of 0.85 is used as the fluid. A differ-
ential pressure in air at 1 atm and 20◦C is made which produces a displacement
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in the measurement column of 15 cm from the zero level. What is the differential
pressure in pascals?

6.38. A U-tube manometer uses mercury as the manometer fluid to measure a differ-
ential pressure in water at 80◦F. Both sides of the manometer have diameters
of 5 mm. What differential pressure, in pascals, will result in a column height
measurement of 13 cm?

6.39. Suppose the manometer in Prob. 6.38 had unequal diameters of 5 and 10 mm.
What would be the differential pressure, in pascals, for a column height measure-
ment of 13 cm in this circumstance?

6.40. What pressure differential would be indicated for the manometer in Prob. 6.39
if the 13-cm measurement is the height of the small column from the zero level
instead of the difference in heights of the two columns?

6.41. A diaphragm gage constructed as in Fig. 6.10a is to be fabricated of spring steel
and used to measure a differential pressure of 10 kPa in air at 20◦C. Assuming
that the maximum deflection is not to exceed one-third the thickness, calculate
the value of the thickness for a diaphragm diameter of 2.5 cm. Also, calculate the
natural frequency of this diaphragm.

6.42. A special U-tube manometer is used to make a differential pressure measure-
ment in air at 20◦C and 65 atm. The manometer fluid has a specific gravity of
0.85. The differential column height is 15.3 cm± 1.0 mm. Calculate the pressure
differential in pascals and its uncertainty.

6.43. An air-pressure signal at 5 atm and 50◦C is fed through a 1.0-mm-diameter line
having a length of 0.8 m, and is connected to a transducer volume of 3 cm3. Calcu-
late the natural frequency and damping ratio of this system. By how much will a
pressure signal having a frequency one-half the natural frequency be attenuated?

6.44. A McLeod gage has a capillary diameter of 0.2 mm and a volume VB of 125 cm3.
What gage reading will result from an absolute pressure of 20 μm?

6.45. Avacuum chamber stands outdoors at the airport in a Texas airbase in the summer.
The temperature of the chamber is 120◦F. A vacuum gage indicates 13 psi of
vacuum and the weather station at the airport reports the barometric pressure as
29.83 inHg. The volume of the tank is 3.0 m3 and the elevation of the airport is
600 ft above sea level. Calculate the mass of air in the tank. What percentage
error would result if the barometric pressure were not corrected for elevation?

6.46. A microphone operates on the principle of a diaphragm gage with a capacitance
pickup. Suppose a 140-dB sound-pressure source which produces a maximum
pressure fluctuation of 0.029 psia in air is to be imposed on the diaphragm at a
frequency of 5000 Hz. The diameter of the diaphragm is to be 1.0 cm. Determine
the thickness for the diaphragm such that the natural frequency is 10,000 Hz.
Assume spring-steel construction and a thickness of one-third the maximum
displacement.

6.47. Calculate the standard barometric pressure at the top of a 14,000-ft mountain.
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6.48. A well-type manometer uses mercury for measuring a differential pressure in
water at 90◦F. The measuring column has a diameter of 4.0 mm and the well
diameter is 5 cm. Calculate the differential pressure for a column height reading
of 25 cm from the zero level.

6.49. A Bridgman gage is to be employed for measurement of a pressure of 700 atm
using a Manganin element which has a resistance of 90 	 at 1 atm. Calculate the
resistance of the gage under the high-pressure condition.

6.50. Atube having a diameter of 1.2 mm and length of 10 cm is connected to a pressure
transducer which has a volume of 1.5 cm3. Calculate the natural frequency and
damping ratio for this system when operating with air at 500 kPa and 50◦C.

6.51. Two U-tube manometers are connected in series using mercury as the manometer
fluids. The tube connecting the manometers is filled with water. A differential air
pressure is imposed on the system such that the sum of the differential column
heights in both manometers is 30 cm. Calculate the differential air pressure for a
temperature of 20◦C.

6.52. Determine the following conversion factors:

1 inH2O = —— psi

1 inH2O = —— Pa

1 mmHg = —— psi

1 mmHg = —— kgf/cm2

6.53. A measurement is made of air pressure in a tank. The gage indicates 825 kPa
while the local barometer reading is 750 mmHg. What is the absolute pressure
in the tank?

6.54. An experiment is conducted which requires the calculation of the mass of helium
in a 5-liter tank maintained at −10◦C. The pressure in the tank is measured as
80 kPa vacuum and the location of the measurement is at an altitude of 600 ft above
sea level. Unfortunately the local barometric pressure was not taken so the local
weather bureau information is used for that day, which is reported as 29.85 inHg.
Calculate the mass of helium in the tank taking the weather barometer reading
at face value. Repeat the calculation with the reading corrected for elevation.
Comment on the results of these calculations.

6.55. A U-tube-type manometer uses mercury as the sensing fluid for measuring dif-
ferential pressure across an orifice which has water as the flow medium. The
difference in mercury column heights is measured as 45.2± 0.1 cm. Calculate
the difference in pressure in psi if the apparatus temperature is 20◦C.

6.56. What error would result in Prob. 6.52 if the water were neglected in the calcula-
tion?

6.57. A manometer inclined at an angle of 20◦ with the horizontal employs a fluid
having a specific gravity of 0.82 and is used to measure a differential pressure
of 2 in H2O in air at 50 psi and 70◦F. What displacement of fluid along the length
of the manometer tube will be registered?
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6.58. A diaphragm like that shown in Fig. 6.10a is to be designed to measure a differ-
ential pressure of 10 kPa in air at 1 atm and 20◦C. Determine suitable dimensions
for the diaphragm to accomplish this objective.

6.59. Calculate the natural frequency for the diaphragm selected in Prob. 6.58.

6.60. A precision bourdon tube is stated to have an absolute accuracy of ±0.1 percent
of full-scale reading of 1 MPa. What is the percent accuracy (uncertainty) when
the gage is employed for a differential pressure of 40 kPa in air at 3 atm and
20◦C?

6.61. An assembly of two reservoirs and a small-diameter tube inclined at 30◦ with
the horizontal operates as a micromanometer using water and an oil of specific
gravity 0.85 as the two fluids. Calculate the sensitivity of the device expressed
in mm/Pa.

6.62. Suppose the manometer in Prob. 6.61 is used to measure the dynamic pressure
in an airflow system defined by

�p = ρu2/2gc

where ρ is the density of the flowing fluid (air) and u is the velocity. What velocity
would be indicated by a deflection of 1.0 mm?

6.63. Repeat Probs. 6.61 and 6.62 if the two fluids are water and a special oil having a
specific gravity of 0.9.

6.64. A U-tube manometer contains a special bromine fluid having a specific gravity of
2.95, and is used to measure a differential pressure in a water system. Calculate
the differential pressure in psi for a manometer reading of 15 cm.

6.65. The same manometer and fluid as in Prob. 6.64 is used to measure the same
differential pressure, but in air at 0.5 atm and 35◦C. What would be the reading
(height of column) in this situation?

6.66. A diaphragm gage is to be constructed of spring steel and configured as illustrated
in Fig. 6.10a. The design is to accommodate a maximum differential pressure of
200 kPa with air at 30◦C. The diameter of the diaphragm is specified as 4.0 cm.
Calculate the thickness of the diaphragm and its natural frequency.

6.67. A high-pressure U-tube manometer is to be employed for measurement of a
differential pressure in air at conditions of 75 atm and 35◦C. Water is used as the
manometer fluid. Calculate the pressure differential indicated by a water column
height of 20 cm.

6.68. A 15-cm-long tube has an inside diameter of 1.0 mm and is connected to a
transducer which has a volume of 1.2 mL. If the system is to operate with air
at 2 atm and 20◦C, calculate the natural frequency and damping ratio of the
tube-transducer system.

6.69. A novice experimentalist performs some vacuum measurements using a sensitive
instrument that records the difference between the local barometric pressure and
the absolute pressure in the vacuum system, that is, the so-called negative gage
pressure. At a location where the altitude from sea level is approximately 1520 m

hol29303_ch06_278-311.pdf   32hol29303_ch06_278-311.pdf   32 8/12/2011   3:23:34 PM8/12/2011   3:23:34 PM



310 C H A P T E R 6 • Pressure Measurement

the experimentalist discovers that the calculated absolute pressure of the system
being measured becomes negative at sufficiently high vacuum readings, which
of course is impossible. You are asked to solve the problem. At approximately
what vacuum, or negative gage pressure reading, would you expect the anomaly
to occur?
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c h a p t e r

7
Flow Measurement

7.1 Introduction

The measurement of fluid flow is important in applications ranging from measure-
ments of blood-flow rates in a human artery to the measurement of the flow of liquid
oxygen in a rocket. Many research projects and industrial processes depend on a mea-
surement of fluid flow to furnish important data for analysis. In some cases extreme
precision is called for in the flow measurement, while in other instances only crude
measurements are necessary. The selection of the proper instrument for a particular
application is governed by many variables, including cost. For many industrial oper-
ations the accuracy of a fluid-flow measurement is directly related to profit. A simple
example is the gasoline pump at the neighborhood service station; another example
is the water meter at home. It is easy to see how a small error in flow measurement
on a large natural gas or oil pipeline could make a difference of thousands of dollars
over a period of time. Thus, the laboratory scientist is not the only person who is
concerned with accurate flow measurement; the engineer in industry is also vitally
interested because of the impact flow measurements may have on the profit-and-loss
statement of the company.

Flow-rate-measurement devices frequently require accurate pressure and tem-
perature measurements in order to calculate the output of the instrument. Chapters 6
and 8 consider these associated measurement topics in detail, and the reader should
consult the appropriate sections from time to time to relate specific pressure and tem-
perature measurement devices to the material in the present chapter. We may remark
at this time, however, that the overall accuracy of many of the most widely used
flow-measurement devices is governed primarily by the accuracy of some pressure or
temperature measurement. Commercial organizations1 offer flowmeter calibrations
traceable to NIST standards.

1FIow Dynamics, Scottsdale, AZ.

312
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7.2 Positive-Displacement Methods 313

Flow rate is expressed in both volume and mass units of varying sizes. Some
commonly used terms are

1 gallon per minute (gpm)
= 231 cubic inches per minute (in3/min)
= 63.09 cubic centimeters per second (cm3/s)

1 liter
= 0.26417 gallon = 1000 cubic centimeters

1 cubic foot per minute (cfm, or ft3/min)
= 0.028317 cubic meter per minute
= 471.95 cubic centimeters per second

1 standard cubic foot per minute of air at 20◦C, 1 atm
= 0.07513 pound-mass per minute
= 0.54579 gram per second

We should alert the reader to the fact that commercial gas-flow meters typically
specify flow ratings in volume flow rate at standard conditions of 1 atm and 20◦C.
The units employed are standard cubic feet per minute (scfm) and standard cubic
centimeters per minute (sccm).

Our objective in this chapter is to present a broad discussion of flow measurements
and to indicate the principles of operation of a number of devices that are commonly
used. We shall also give the calculation methods that are connected with some of these
devices and discuss some methods of flow visualization. In concluding the chapter a
tabular comparison of the various methods will be presented, pointing out their range
of applicability and expected accuracies.

7.2 Positive-Displacement Methods

The flow rate of a nonvolatile liquid like water may be measured through a
direct-weighing technique. The time necessary to collect a quantity of the liquid in
a tank is measured, and an accurate measurement is then made of the weight of
liquid collected. The average flow rate is thus calculated very easily. Improved
accuracy may be obtained by using longer or more precise time intervals or more
precise weight measurements. The direct-weighing technique is frequently employed
for calibration of water and other liquid flowmeters, and thus may be taken as a stan-
dard calibration technique. Obviously, it is not suited for transient flow measurements.

Positive-displacement flowmeters are generally used for those applications
where consistently high accuracy is desired under steady-flow conditions. A typi-
cal positive-displacement device is the home water meter shown schematically in
Fig. 7.1. This meter operates on the nutating-disk principle. Water enters the left side
of the meter and strikes the disk, which is eccentrically mounted. In order for the
fluid to move through the meter the disk must “wobble” or nutate about the vertical
axis since both the top and bottom of the disk remain in contact with the mounting
chamber. A partition separates the inlet and outlet chambers of the disk. As the disk
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Inlet

Outlet

Disk with
partition

Eccentric

Driveshaft to
readout mechanism

Figure 7.1 Schematic of a nutating-disk meter.

Inlet Outlet

Rotating
eccentric drum

Spring-loaded
vane

Figure 7.2 Schematic of rotary-vane flowmeter.

nutates, it gives direct indication of the volume of liquid which has passed through the
meter. The indication of the volumetric flow is given through a gearing and register
arrangement which is connected to the nutating disk. The nutating-disk meter may
give reliable flow measurements within 1 percent, over an extended period of time.

Another type of positive-displacement device is the rotary-vane meter shown
in Fig. 7.2. The vanes are spring-loaded so that they continuously maintain contact
with the casing of the meter. A fixed quantity of fluid is trapped in each section as
the eccentric drum rotates, and this fluid eventually finds its way out the exit. An
appropriate register is connected to the shaft of the eccentric drum to record the
volume of the displaced fluid. The uncertainties of rotary-vane meters are of the order
of 0.5 percent, and the meters are relatively insensitive to viscosity since the vanes
always maintain good contact with the inside of the casing.

The lobed-impeller meter shown in Fig. 7.3 may be used for either gas- or
liquid-flow measurements. The impellers and case are carefully machined so that
accurate fit is maintained. In this way the incoming fluid is always trapped between
the two rotors and is conveyed to the outlet as a result of their rotation. The number
of revolutions of the rotors is an indication of the volumetric flow rate.

Remote sensing of all the positive-displacement meters may be accomplished
with rotational transducers or sensors and with appropriate electronic counters.
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Inlet

Impellers

Chamber
Outlet

Figure 7.3 Schematic of lobed-impeller flowmeter.

Example 7.1UNCERTAINTY IN FLOW CAUSED BY UNCERTAINTIES IN TEMPERATURE AND
PRESSURE. A lobed-impeller flowmeter is used for measurement of the flow of nitrogen
at 20 psia and 100◦F. The meter has been calibrated so that it indicates the volumetric flow with
an accuracy of ± one-half of 1 percent from 1000 to 3000 cfm. The uncertainties in the gas
pressure and temperature measurements are ±0.025 psi and ±1.0◦F, respectively. Calculate
the uncertainty in a mass flow measurement at the given pressure and temperature conditions.

Solution

The mass flow is given by

ṁ = ρQ

where the density of nitrogen is given by

ρ = p

RN2T

Using Eq. (3.2), we obtain the following equation for the uncertainty in the mass flow:

wṁ

ṁ
=
[(

wQ

Q

)
+
(

wp

p

)2

+
(

wT

T

)2
]1/2

Using the given data, we obtain

wṁ

ṁ
=
[
(0.005)2 +

(
0.025

20

)2

+
(

1

560

)2
]1/2

= 5.05× 10−3

or 0.505 percent. Thus, the uncertainties in the pressure and temperature measurements do not
appreciably influence the overall uncertainty in the mass flow measurements.
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316 C H A P T E R 7 • Flow Measurement

7.3 Flow-Obstruction Methods

Several types of flowmeters fall under the category of obstruction devices. Such
devices are sometimes called head meters because a head-loss or pressure-drop mea-
surement is taken as an indication of the flow rate. They are also called differential
pressure meters. Let us first consider some of the general relations for obstruction
meters. We shall then examine the applicability of these relations to specific devices.

Consider the one-dimensional flow system shown in Fig. 7.4. The continuity
relation for this situation is

ṁ = ρ1A1u1 = ρ2A2u2 [7.1]

where u is the velocity. If the flow is adiabatic and frictionless and the fluid is incom-
pressible, the familiar Bernoulli equation may be written

p1

ρ1
+ u2

1

2gc

= p2

ρ2
+ u2

2

2gc

[7.2]

where now ρ1 = ρ2. Solving Eqs. (7.1) and (7.2) simultaneously gives for the pressure
drop

p1 − p2 = u2
2ρ

2gc

[
1−

(
A2

A1

)2]
[7.3]

and the volumetric flow rate may be written

Q = A2u2 = A2√
1− (A2/A1)2

√
2gc

ρ
(p1 − p2) [7.4]

where Q = ft3/s or m3/s
A = ft2 or m2

ρ = lbm/ft3 or kg/m3

p = lbf/ft2 or N/m2

gc = 32.17 lbm · ft/lbf · s or 1.0 kg · m/N · s2

Thus, we see that a channel like the one shown in Fig. 7.4 could be used for a flow
measurement by simply measuring the pressure drop (p1 − p2) and calculating the
flow from Eq. (7.4). No such channel, however, is frictionless, and some losses are
always present in the flow. The volumetric flow rate calculated from Eq. (7.4) is
the ideal value, and it is usually related to the actual flow rate and an empirical

Flow
u1 u2

p1, T1,
�1, A1

p2, T2,
�2, A2

Figure 7.4 General one-dimensional flow system.
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7.3 Flow-Obstruction Methods 317

discharge coefficient C by the following relation:

Qactual

Qideal
= C [7.5]

The discharge coefficient is not a constant and may depend strongly on the flow
Reynolds number and the channel geometry.

When the flow of an ideal gas is considered, the following equation of state
applies:

p = ρRT [7.6]

where T is the absolute temperature and R is the gas constant for the particular gas,
which can be expressed in terms of the universal gas constant � and the molecular
weight by

R = �
M

The value of � is 8314 kJ/kg · mol · K or 1545 ft · lbf/lbm · mol · ◦R. For reversible
adiabatic flow the steady-flow energy equation for an ideal gas is

cpT1 + u2
1

2gc

= cpT2 + u2
2

2gc

[7.7]

where cp is the specific heat at constant pressure and is assumed constant for an ideal
gas. When Eqs. (7.1), (7.6), and (7.7) are combined, there results

ṁ2 = 2gcA
2
2

γ

γ − 1

p2
1

RT1

[(
p2

p1

)2/γ

−
(

p2

p1

)(γ+1)/γ
]

[7.8]

where the velocity of approach, that is, the velocity at section 1 of Fig. 7.4, is assumed
to be very small. This relationship may be simplified to

ṁ =
√

2gc

RT1
A2

[
p2�p−

(
1.5

γ
− 1

)
(�p)2 + · · ·

]1/2

[7.9]

with �p=p1−p2 and γ = cp/cv is the ratio of specific heats for the gas. Equation
(7.9) is valid for �p<p1/4. When �p<p1/10, a further simplification may be made
to give

ṁ = A2

√
2gcp2

RT1
(p1 − p2) [7.10]

where ṁ = mass flow rate, lbm/s or kg/s

A = area, ft2 or m2

gc = 32.17 lbm · ft/lbf · s2 or 1.0 kg · m/N · s2

p = pressure, lbf/ft2 or N/m2(Pa)

R = gas constant, lbf · ft/lbm · ◦R or N · m/kg · K

T = absolute temperature, ◦R or K

Note that Eq. (7.10) reduces to Eq. (7.4) when the relation for density from Eq. (7.6) is
substituted. Thus, for small values of �p compared with p1 the flow of a compressible
fluid may be approximated by the flow of an incompressible fluid.

hol29303_ch07_312-380.pdf   6hol29303_ch07_312-380.pdf   6 8/12/2011   3:23:40 PM8/12/2011   3:23:40 PM



318 C H A P T E R 7 • Flow Measurement

Flow

1 2

(a)

1 2

Flow

(b)

1 2

Flow

(c)

Figure 7.5 Schematic of three typical obstruction meters. (a) Venturi; (b) flow nozzle;
(c) orifice.

Three typical obstruction meters are shown in Fig. 7.5. The venturi offers the
advantages of high accuracy and small pressure drop, while the orifice is considerably
lower in cost. Both the flow nozzle and the orifice have a relatively high permanent
pressure drop. Flow-rate calculations for all three devices are made on the basis of
Eq. (7.4) with appropriate empirical constants defined as follows:

M = velocity of approach factor = 1√
1− (A2/A1)2

[7.11]

K = flow coefficient = CM [7.12]

β = diameter ratio = d

D
=

√
A2

A1
[7.13]

When flow measurements of a compressible fluid are made, an additional parameter,
the expansion factor Y, is used. For venturis and nozzles this factor is given by

Ya =
[(

p2

p1

)2/γ
γ

γ − 1

1− (p2/p1)
(γ−1)/γ

1− (p2/p1)

1− (A2/A1)
2

1− (A2/A1)2(p2/p1)2/γ

]1/2

[7.14]

while for orifices an empirical expression for Y is given as

Y1 = 1−
[

0.41+ 0.35

(
A2

A1

)2
]

p1 − p2

γp1
[7.15]

hol29303_ch07_312-380.pdf   7hol29303_ch07_312-380.pdf   7 8/12/2011   3:23:41 PM8/12/2011   3:23:41 PM



7.3 Flow-Obstruction Methods 319

when either flange taps or vena contracta taps are used. For orifices with pipe taps the
following relation applies:

Y2 = 1− [0.333+ 1.145(β2 + 0.7β5 + 12β13)]
p1 − p2

γp1
[7.16]

The empirical expansion factors given by Eqs. (7.15) and (7.16) are accurate within
±0.5 percent for 0.8 <p2/p1 < 1.0. Plots of the expansion factors Ya and Y1 are given
in Figs. 7.14 and 7.15, respectively.

We thus have the following semiempirical equations, which are conventionally
applied to venturis, nozzles, or orifices:

venturis, incompressible flow:

Qactual = CMA2

√
2gc

ρ

√
p1 − p2 [7.17]

nozzles and orifices, incompressible flow:

Qactual = KA2

√
2gc

ρ

√
p1 − p2 [7.18]

The use of the flow coefficient instead of the product CM is merely a matter of con-
vention. When compressible fluids are used, the above equations are modified by the
factor Y and the fluid density is evaluated at inlet conditions. We then have

venturis, compressible flow:

ṁactual = YCMA2

√
2gcρ1(p1 − p2) [7.19]

nozzles and orifices, compressible flow:

ṁactual = YKA2

√
2gcρ1(p1 − p2) [7.20]

In Eqs. (7.17) to (7.20) the appropriate units are

Q = volume flow rate, ft3/s or m3/s
A = area, ft2 or m2

gc = 32.17 lbm · ft/lbf · s2 or 1.0 kg · m/N · s2

ρ = density, lbm/ft3 or kg/m3

p = pressure, lbf/ft2 or N/m2

Detailed tabulations of the various coefficients have been made in Ref. [1], some of
which are presented in Figs. 7.9 through 7.15. Examples 7.2 and 7.3 illustrate the use
of these charts for practical calculations.

Insertion (Permanent) Pressure Losses

Because of the fluid friction and turbulence resulting from the insertion of the ob-
struction meters in the flow channel, there is a permanent pressure loss which must be
overcome by the flow system. Approximate values of these losses as a fraction of the
measured pressure differential are shown in Table 7.1. The venturi is clearly superior
to the orifice or flow nozzle in this regard.
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320 C H A P T E R 7 • Flow Measurement

Table 7.1

Δploss/ (p1 − p2)
Square-edged Flow Venturi

β Orifice Nozzle α2 = 7◦

0.4 0.86 0.8 0.1
0.5 0.78 0.7 0.1
0.6 0.67 0.55 0.1

7.4 Practical Considerations

for Obstruction Meters

The construction of obstruction meters has been standardized by theAmerican Society
of Mechanical Engineers [1 and 2]. The recommended proportions of venturi tubes
are shown in Fig. 7.6. Note that the pressure taps are connected to manifolds which
surround the upstream and throat portions of the tube. These manifolds receive a
sampling of the pressure all around the sections so that a good average value is
obtained. The discharge coefficients for such venturi tubes are shown in Fig. 7.9, with
the tolerance limits indicated by the dashed lines. In general, the discharge coefficient

D

 D � Pipe diameter inlet and outlet
  d � Throat diameter as required
  a � 0.25D to 0.75D for 4� � D � 6�, 0.25D to 0.50D for 6� � D � 32�

  b � d
  c � d�2
  � � 3�16 in to 1�2 in according to D.  Annular pressure chamber
          with at least four piezometer vents
 r2 � 3.5d to 3.75d
 r1 � 0 to 1.375D
�1 � 21∞ � 2∞
�2 � 5∞ to 15∞

d

b
c

a

�1

��

r1

r2

Direction

of flow
�2

Figure 7.6 Recommended proportions of venturi tubes, according to Ref. [1].
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Figure 7.7 Recommended proportions of the ASME long-radius flow nozzle, according
to Ref. [1].

D

D d

1"
1"

5 or 6D

Outlet pressure
connection

T
p2p1

Orifice

Flange connections

Inlet pressure
connection

Vena contracta connections: p2 at vena contracta
1D and    D connections: p2 at D/2  (See Fig. 7.12) �1

2

Figure 7.8 Recommended location of pressure taps for use with concentric, thin-plate,
square-edged orifices, according to Ref. [1].

is smaller for pipes less than 2 in diameter, and the approximate behavior is indicated
in Fig. 7.10. More precise values of the discharge coefficient for a venturi may be
obtained by direct calibration, in which cases accuracies of ±0.5 percent may be
obtained fairly easily. The recommended dimensions for ASME flow nozzles are
shown in Fig. 7.7, and the discharge coefficients are shown in Fig. 7.11.
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Figure 7.9 Discharge coefficients for the venturi tube shown in Fig. 7.6, according to
Ref. [1]. Values are applicable for 0.25 < β < 0.75 and D > 2 in.
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Figure 7.10 Approximate venturi coefficients for various throat diameters, according to
Ref. [15].
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Figure 7.11 Discharge coefficients for ASME long-radius nozzles shown in Fig. 7.7,
according to Ref. [1].

The recommended installations for concentric, thin-plate orifices are shown in
Fig. 7.8. Note that three standard sets of pressure-tap locations are used:

1. Both pressure taps are installed in the flanges as shown.

2. The inlet pressure tap is located one pipe diameter upstream, and the outlet
pressure tap is located one-half diameter downstream of the orifice as measured
from the upstream face of the orifice.

3. The inlet pressure tap is located one pipe diameter upstream, and the outlet
pressure tap is located at the vena contracta of the orifice, as given by Fig. 7.12.
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Figure 7.12 Location of outlet pressure connections for orifices with vena contracta
taps, according to Ref. [1].
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Figure 7.13 Flow coefficients for concentric orifices in pipes. Pressure taps one
diameter upstream and one-half diameter downstream. Applicable for
1.25 < D < 3.00 in. (From Ref. [15].)
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Figure 7.14 Adiabatic expansion factors for use with venturis and flow nozzles as
calculated from Eq. (7.14). (From Ref. [2].)

Figure 7.13 gives the values of the orifice flow coefficient for pipe sizes 1 1
4 to

3 in with pressure taps located according to case 2 above. Flow coefficients for other
cases are given in Ref. [1].

The various flow coefficients are plotted as a function of Reynolds number,
defined by

Re = ρumd

μ
[7.21]

where ρ = fluid density

μ = dynamic viscosity

um = mean flow velocity

d = diameter at the particular section for which the Reynolds number

is specified
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Figure 7.15 Expansion factors for square-edged orifices with pipe taps as calculated
from Eq. (7.16). (From Ref. [2].)

Note that some charts, viz., Fig. 7.13, base the Reynolds number on upstream condi-
tions, while others, viz., Fig. 7.10, base it on throat conditions. The product ρum may
be calculated from the mass flow according to

ṁ = ρumAc [7.22]

where Ac is the cross-sectional area for the flow where um is measured. For a cir-
cular cross section Ac=πd2/4. Further information on orifice and venturi meters is
contained in Refs. [33] to [37].
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7.4 Practical Considerations for Obstruction Meters 327

Example 7.2DESIGN OF VENTURI METER. Aventuri tube is to be used to measure a maximum flow
rate of water of 50 gpm (gallons per minute) at 70◦F. The throat Reynolds number is to be at
least 105 at these flow conditions. A differential pressure gage is selected which has an accuracy
of 0.25 percent of full scale, and the upper scale limit is to be selected to correspond to the
maximum flow rate. Determine the size of the venturi and the maximum range of the differential
pressure gage and estimate the uncertainty in the mass flow measurement at nominal flow rates
of 50 and 25 gpm. Use either Fig. 7.9 or Fig. 7.10 to determine the discharge coefficient.

Solution

The properties of water are

ρ = 62.4 lbm/ft3 = 8.33 lbm/gal μ = 2.36 lbm/h · ft
From the given maximum flow rate and throat Reynolds number we may calculate the maximum
allowable throat diameter:

Red = ρumd

μ
= ṁd

(πd2/4)μ
= 4ṁ

πdμ
= 105

The maximum flow rate is

ṁ = (50)(8.33)(60) = 2.5× 104 lbm/h (3.027 kg/s)

so that dmax = (4)(2.5× 104)

π(105)(2.36)
= 0.135 ft = 1.62 in (4.11 cm)

We shall select a venturi with a 1.0-in throat diameter since we have a discharge coefficient
curve for this size in Fig. 7.10. The upstream pipe diameter is taken as 2.0 in. From Fig. 7.10
we estimate the discharge coefficient for this size venturi as 0.976 for 8× 104 < Red < 3× 105.
The uncertainty in this coefficient will be taken as ±0.002 since Fig. 7.10 is a general set of
curves. With this selection of venturi size, the maximum throat Reynolds number becomes

(Red)max = (105)

(
1.62

1.0

)
= 1.62× 105

The minimum Reynolds number is thus one-half this value, or 8.1×104. The maximum pressure
differential may be calculated with Eq. (7.17).

Qactual = CMA2

√
2gc

ρ

√
�p [7.17]

or (50)(231)

(60)(1728)
= (0.976)π(1.0)2

(4)(144)
√

1− (
1
2

)2

√
(2)(32.2)

62.4

√
�p

This yields

�p = 948 psf = 6.58 psi (45.4 kPa)

Let us assume that a differential pressure gage with a maximum range of 1000 psf is at our
disposal. In accordance with the problem statement the uncertainty in the pressure reading
would be

w�p = ±2.5 psf (119.7 Pa)

When the flow is reduced to 25 gpm, the pressure differential will be one-fourth of that at
50 gpm. To estimate the uncertainty in the flow measurement, we shall assume that the
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dimensions of the venturi are known exactly, as well as the density of the water. For the
calculation we utilize Eq. (3.2). The quantities of interest are

∂Q

∂C
= MA2

√
2gc

ρ

√
�p

∂Q

∂�p
= CMA2

2
√

�p

√
2gc

ρ

wc = ±0.002

Thus, wQ

Q
=
[(

wc

C

)2

+ 1

4

(
w�p

�p

)2
]1/2

For Q = 50 gpm

wQ

Q
=

[(
0.002

0.976

)2

+ 1

4

(
2.5

948

)2
]1/2

= 0.002435 or 0.2435%

For Q = 25 gpm

wQ

Q
=

[(
0.002

0.976

)2

+ 1

4

(
2.5

984/4

)2
]1/2

= 0.00566 or 0.566%

Example 7.3 UNCERTAINTY IN ORIFICE METER. An orifice with pressure taps one diameter up-
stream and one-half diameter downstream is installed in a 2.00-in-diameter pipe and used to
measure the same flow of water as in Example 7.2. For this orifice, β = 0.50. The differential
pressure gage has an accuracy 0.25 percent of full scale, and the upper scale limit is selected
to correspond to the maximum flow rate. Determine the range of the pressure gage and the
uncertainty in the flow-rate measurements at nominal flow rates of 50 and 25 gpm. Assume
that the uncertainty in the flow coefficient is ±0.002.

Solution

We first calculate the pipe Reynolds numbers. Using the properties from Example 7.2 we obtain

Red = (2.5× 104)(4)

π(2.0/12)(2.36)
= 8.09× 104 at 50 gpm (5.26 cm3/s)

Red = 4.05× 104 at 25 gpm (2.63 cm3/s)

From Fig. 7.13 the flow coefficient is estimated as

K = 0.625 at 50 gpm

K = 0.630 at 25 gpm
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The volumetric flow is

Q = (50)(231)

(60)(1728)
= 0.1115 ft3/s at 50 gpm

Q = 0.0558 ft3/s at 25 gpm

The nominal values of the differential pressure are then calculated from Eq. (7.18) as

0.115 = (0.625)
π(1)2

(4)(144)

√
(2)(32.2)

(62.4)

√
�p at 50 gpm

�p = 1307 psf = 7.21 psi (49.7 kPa) at 50 gpm

�p = 255 psf = 1.77 psi (12.2 kPa) at 25 gpm

Asuitable differential pressure gage might be one with a maximum range of 1200 psf (57.5 kPa).
The same equation for uncertainty applies in this problem as in Example 7.2, except that the
flow coefficient K is used instead of the discharge coefficient. Thus,

wQ

Q
=
[(

wK

K

)2

+ 1

4

(
w�p

�p

)2
]1/2

with wK = 0.002 and w�p = (0.0025)(1200) = 3.0 psf (143.6 Pa).
For Q = 50 gpm

wQ

Q
=

[(
0.002

0.625

)2

+ 1

4

(
3.0

1037

)2
]1/2

= 0.00351 or 0.351%

For Q = 25 gpm

wQ

Q
=
[(

0.002

0.630

)2

+ 1

4

(
3.0

255

)2
]1/2

= 0.00669 or 0.669%

7.5 The Sonic Nozzle

All the obstruction meters discussed above may be used with gases. When the flow rate
is sufficiently high, the pressure differential becomes quite large, and eventually sonic
flow conditions may be achieved at the minimum flow area. Under these conditions
the flow is said to be “choked,” and the flow rate takes on its maximum value for the
given inlet conditions. For an ideal gas with constant specific heats it may be shown
that the pressure ratio for this choked condition, assuming isentropic flow, is

(
p2

p1

)
critical

=
(

2

γ + 1

)γ/(γ−1)

[7.23]
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This ratio is called the critical pressure ratio. Inserting this ratio in Eq. (7.8) gives
for the mass flow rate

ṁ = A2p1

√
2gc

RT1

[
γ

γ + 1

(
2

γ + 1

)2/(γ−1)
]1/2

[7.24]

Equation (7.24) is frequently applied to a nozzle when it is known that the pressure
ratio p2/p1 is less than the critical value given by Eq. (7.23). Under these conditions
the ideal flow is dependent only on the inlet stagnation conditions p1 and T1. These
conditions are usually easy to measure so that the sonic nozzle offers a convenient
method for measuring gas-flow rates. It may be noted, however, that a large pressure
drop must be tolerated with the method. Upstream stagnation conditions must be used
for p1 and T1 in the calculation.

The ideal sonic-nozzle flow rate given by Eq. (7.24) must be modified by an
appropriate discharge coefficient which is a function of the geometry of the nozzle and
other factors. There may be several complicating conditions, but discharge coefficients
of about 0.97 are usually observed. A comprehensive survey of critical flow nozzles
is presented by Arnberg [3], and the interested reader should consult this discussion
for more information. More recent information is given in Refs. [32], [34], and [38].

The flow obstruction devices discussed above require the use of wall pressure
taps. (Other devices also require the use of such taps.) Measurements with wall pres-
sure taps can be subject to several influencing factors, which are discussed in detail
by Rayle [19]. In general, the diameter of the pressure tap should be small enough in
comparison with the diameter of the pipe.

Example 7.4 DESIGN OF SONIC NOZZLE. A sonic nozzle is to be used to measure a flow of air
at 300 psia (2.07 MPa) and 100◦F (37.8◦C) in a 3-in-diameter pipe. The nominal flow rate
is 1 lbm/s (0.454 kg/s). Calculate the throat diameter (nozzle size) such that just critical flow
conditions are obtained.

Solution

We use Eq. (7.24) for this calculation with γ = 1.4 for air. The only unknown in this equation
is A2. Thus, we have

ṁ = CA2p1

√
2gc

RT1

[
γ

γ + 1

(
2

γ + 1

)2/(γ−1)
]1/2

1 = A2(300)(144)

√
(2)(32.2)

(53.35)(560)

[(
1.4

2.4

)(
2

2.4

)2/0.4
]1/2

and A2 = 0.001078 ft2 = 0.1551 in2 (1.0 cm2).
The diameter at the throat is

d =
√

4

π
(0.1551) = 0.444 in (1.13 cm)

For the above calculations we have taken the given pressure and temperature as stagnation
properties. The temperature would most likely be measured with a stagnation probe so that
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100◦F is probably the stagnation temperature. The pressure would probably be measured by a
static tap in the side of the pipe upstream from the nozzle so that a static-pressure measurement
is most likely the one which will be available. If the upstream pipe diameter is large enough,
the static pressure will be very nearly equal to the stagnation pressure, and the error in the
above calculation will be small. Let us examine the above situation, assuming that the 300 psia
is a static-pressure measurement. The mass flow upstream is

ṁ = p1s

RT1s
A1u1 [a]

where the subscript s denotes static properties. The velocity upstream may be written in terms
of the stagnation temperature as

u1 =
√

2gccp

(
T10 − T1s

)
[b]

Combining Eqs. (a) and (b), we have

ṁ = p1s

RT1s
A1

√
2gccp

(
T10 − T1s

)
[c]

Taking p1s = 300 psia and T10 = 100◦F = 560◦R, we may solve Eq. (c) for T1s. The result is

T1s ≈ 560◦R [d]

or the upstream velocity is so small that the stagnation properties are very nearly equal to the
static properties. This result may be checked by calculating the upstream velocity from Eq. (a)
using the result from Eq. (d). We obtain

u1 = 14.1 ft/s (4.3 m/s)

The pressure difference (p10 − p1s) corresponding to this velocity would be only 0.031 psia,
while the temperature difference (T10 − T1s) would be 0.017◦F. Both of these values are
negligible. It may be noted, however, that if the upstream pipe diameter were considerably
smaller, say, 1.0-in diameter, it might be necessary to correct for a difference between the
measured static pressure and the stagnation pressure that must be used in Eq. (7.24).

7.6 Flow Measurement by Drag Effects

Rotameter

The rotameter is a very commonly used flow-measurement device and is shown
schematically in Fig. 7.16. The flow enters the bottom of the tapered vertical tube and
causes the bob or “float” to move upward. The bob will rise to a point in the tube such
that the drag forces are just balanced by the weight and buoyancy forces. The position
of the bob in the tube is then taken as an indication of the flow rate. The device is
sometimes called an area meter because the elevation of the bob is dependent on the
annular area between it and the tapered glass tube; however, the meter operates on
the physical principle of drag so that we choose to classify it in this category. A force
balance on the bob gives

Fd + ρfVb

g

gc

= ρbVb

g

gc

[7.25]
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Figure 7.16 Schematic of a rotameter.

where ρf and ρb are the densities of the fluid and bob, Vb is the total volume of the
bob, g is the acceleration of gravity, and Fd is the drag force, which is given by

Fd = CdAb

ρfu
2
m

2gc

[7.26]

Cd is a drag coefficient, Ab is the frontal area of the bob, and um is the mean flow
velocity in the annular space between the bob and the tube.

Combining Eqs. (7.25) and (7.26) gives

um =
[

1

Cd

2gVb

Ab

(
ρb

ρf

− 1

)]1/2

[7.27]

or Q = Aum = A

[
1

Cd

2gVb

Ab

(
ρb

ρf

− 1

)]1/2

[7.28]

where A is the annular area and is given by

A = π

4
[(D+ ay)2 − d2] [7.29]

D is the diameter of the tube at inlet, d is the maximum bob diameter, y is the vertical
distance from the entrance, and a is a constant indicating the tube taper.

The drag coefficient is dependent on the Reynolds number and hence on the fluid
viscosity; however, special bobs may be used that have an essentially constant drag
coefficient, and thus offer the advantage that the meter reading will be essentially
independent of viscosity. It may be noted that for many practical meters the quadratic
area relation given by Eq. (7.29) becomes nearly linear for actual dimensions of the
tube and bob that are used. Assuming such a linear relation, the equation for mass
flow would become

ṁ = C1y
√

(ρb − ρf )ρf [7.30]

where C1 is now an appropriate meter constant.
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For flow of a gas

ρf = p

RT

and for a bob density ρb � ρf ,

ṁ ≈ (ρf )
−1/2 =

(
RT

p

)1/2

[7.30a]

As noted before, it is common practice to rate gas flowmeters in terms of scfm or
sccm. For rotameters their rating is usually in scfm of full scale. To determine the
mass flow under inlet conditions other that 70◦F and 1 atm, one must use a correction
to both the relation in Eq. (7.30a) as well as a conversion to mass flow from volume
flow, which is necessary to convert Eq. (7.28) to Eq. (7.30).

Example 7.5AIRFLOW IN A ROTAMETER A rotameter is used for airflow measurement and has a
rating of 8 scfm for full scale. The bob density has ρb � ρf . Calculate the mass rate of flow
for inlet conditions of 80 psig and 100◦F with a meter reading of 64 percent. The barometric
pressure is 750 mmHg.

Solution

For the barometric pressure 750 mmHg = 14.5 psia. The inlet conditions are therefore

T = 100◦F = 560◦R

p = 80 psig+ 14.5 = 94.5 psia

If the inlet were at standard conditions, the volume flow would be

Q = (8)(64%) = 5.12 scfm [a]

This value must be corrected because the measurement is made at other than standard
conditions.

Qcorr = (5.12)
(94.5)(530)

(14.7)(560)
= 31.15 scfm [b]

The corresponding mass flow at 70◦F and 14.7 psia is

ṁ = pQ

RT
= (14.7)(144)(31.15)

(53.35)(530)
= 2.332 lbm/min [c]

In Eq. (7.30a) the meter constant C1 takes into account a conversion of volume flow to mass
flow at standard conditions, but not an allowance for variation of ρf from standard conditions.
So, we multiply the value in (c) by the pressure and temperature ratios to obtain

ṁcorr = (2.232)

[
(560)(14.7)

(530)(94.5)

]1/2

= 0.9454 lbm/min

It is frequently advantageous to have a rotameter that gives an indication that is
independent of fluid density; that is, we wish to have

∂ṁ

∂ρf

= 0
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Performing the indicated differentiation, we obtain

ρb = 2ρf [7.31]

and the mass flow is given by

ṁ = C1yρb

2
[7.32]

Thus, by special bob construction the meter may be used to compensate for density
changes in the fluid. The error in Eq. (7.32) is less than 0.2 percent for a fluid-density
deviation of 5 percent from that given in Eq. (7.31).

Turbine Meters

A popular type of flow-measurement device is the turbine meter shown in Fig. 7.17.
As the fluid moves through the meter, it causes a rotation of the small turbine wheel.
In the turbine-wheel body a permanent magnet is enclosed so that it rotates with
the wheel. A reluctance pickup attached to the top of the meter detects a pulse for
each revolution of the turbine wheel. Since the volumetric flow is proportional to the

4

5

1

2

Flow

3

Figure 7.17 Schematic of turbine meter. (1) Inlet straightening vanes, (2) rotating
turbine blades with embedded magnet, (3) smooth afterbody to reduce
pressure drop, (4) reluctance pickup, (5) meter body for insert in pipe or
flow channel.
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number of wheel revolutions, the total pulse output may be taken as an indication
of total flow. The pulse rate is proportional to flow rate, and the transient response
of the meter is very good. A flow coefficient K for the turbine meter is defined
so that

Q = f

K
[7.33]

where f is the pulse frequency. The flow coefficient is dependent on flow rate and
the kinematic viscosity of the fluid ν. A calibration curve for a typical meter is given
in Fig. 7.18. It may be seen that this particular meter will indicate the flow accurately
within ±0.5 percent over a rather wide range of flow rates. The use of the turbine
flowmeter in pulsating flow is discussed in Ref. [31].

Example 7.6FLOW COEFFICIENT FOR TURBINE METER. Calculate the range of mass flow rates of
liquid ammonia at 20◦C for which the turbine meter of Fig. 7.18 would be within±0.5 percent.
Also, determine a flow coefficient for this fluid in terms of cycles per kilogram.

Solution

From Fig. 7.18 the range for the ±0.5 percent calibration is approximately 55 to 700 cycles/
s · cSt. From the appendix the properties of ammonia at 20◦C are

ρ = 612 kg/m3

ν = 0.036× 10−5 m2/s

The centistoke is defined from

1 stoke (cSt) = 10−4 square meter per second (m2/s)

1 centistoke (cSt) = 10−6 square meter per second (m2/s)

K � 1,092
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�
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Figure 7.18 Calibration curve for 1-in-turbine flowmeter of the type shown in Fig. 7.17.
Calibration was performed with water.
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Therefore, ν = 0.036× 10−5

10−6
= 0.26 cSt

The frequency range is then

flow = (55)(0.36) = 19.8 cycles/s

fhigh = (700)(0.36) = 252 cycles/s

Also, 1 gal = 231 in3 so that for ammonia

1 gal = (231 in3)(612 kg/m3)

(39.36 in/m)3
= 2.318 kg

The flow coefficient would then be

K = 1092 cycles/gal = 471.1 cycles/kg

and the range of flow rates for the 0.50 percent calibration would be

ṁlow = 19.8 cycles/s

471.1 cycles/kg
= 0.042 kg/s

ṁhigh = 252

471.1
= 0.535 kg/s

Vortex-Shedding Flowmeters

Vortex flowmeters operate on the principle illustrated in Fig. 7.19. When a bluff body
is placed in a flow stream, vortices are shed alternately from the back side.

The frequency of vortex shedding is directly proportional to the liquid velocity.
A piezoelectric sensor mounted inside the vortex shedder detects the vortices, and
subsequent amplification circuits can be used to indicate either the instantaneous
flow rate or a totalized flow over a selected time interval. The meter is precalibrated
by the manufacturer for a specific pipe size. It is generally unsuitable for use with
highly viscous liquids. A number of special installation requirements must be met and
are described in manufacturer’s literature; see, for example, Ref. [49].

Flow

Bluff body

Pipe

Alternating
downstream vortices

Figure 7.19 Vortex-shedding flowmeter.
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7.6 Flow Measurement by Drag Effects 337

The fluid parameter which governs the operation of the vortex-shedding meter
is the Strouhal number S

S = fsd

u

where fs = shedding frequency

d = diameter or characteristic dimension of the bluff body

u = velocity

For the geometry shown in Fig. 7.19 the Strouhal number has an essentially constant
value of 0.88, within 1 percent, for Reynolds numbers from 104 to 106.

The vortex-shedding principle can also be used to construct a velocity probe. The
bluff body can be mounted along with the sensors in its own small section of a short
tube and calibrated directly by the manufacturer. The assembly may then be inserted
at various locations in the flow field to measure the local velocity.

Ultrasonic Flowmeters

The Doppler effect is the basis for operation of the ultrasonic flowmeter illustrated in
Fig. 7.20. A signal of known ultrasonic frequency is transmitted through the liquid.
Solids, bubbles, or any discontinuity in the liquid will reflect the signal back to the
receiving element. Because of the velocity of the liquid, there will be a frequency
shift at the receiver which is proportional to velocity. Accuracies of about±5 percent
of full scale may be achieved with the device over a flow range of about 10 to 1. Most
devices require that the liquid contain at least 25 parts per million (ppm) of particles
or bubbles having diameters of 30 μm or more.

Amicroprocessor-based ultrasonic flowmeter has been developed which employs
a Doppler signal reflected from turbulent eddies in the flow (Ref. [49]). As a result,
it is suitable for operation with clean low-viscosity liquids. Accuracy of 2 percent
of full scale may be achieved and the meter may be installed as few as three pipe
diameters downstream from a 90◦ elbow. The price is quite high.

Transmitter

Receiver to sense doppler
shift in frequency

Bubble or particulates
reflectors

Flow

Figure 7.20 Ultrasonic Doppler flowmeter.
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Laminar Flowmeter

If the flow in a channel or tube is laminar, that is, the Reynolds number is less than
about 2000, the volumetric flow rate is related to pressure drop by

Q = πd4(p1 − p2)

128 μL
[7.34]

for Red = ρumd/μ< 2000.
The nomenclature for such a laminar flow element is indicated in Fig. 7.21. The

mass flow is, correspondingly,

ṁ = ρQ [7.35]

Thus, if laminar flow can be assured, the flow rate becomes a direct function of pressure
difference. A laminar flow meter may be constructed of a collection of small tube
elements as shown in Fig. 7.22. If the tubes are sufficiently small, laminar flow can be
maintained. There are entrance and exit losses that occur with the tube assembly. These
losses depend on the particular geometric configuration of the tube assembly, and its
installation in the pipe. Manufacturers of commercial laminar flowmeters furnish
calibration information that applies to their units. Uncertainties of ±1/4 percent for
determination of flow rate are reported under careful operating conditions.

In contrast to the orifice, flow nozzle, and venturi, the laminar flowmeter has mass
flow directly proportional to�p instead of (�p)1/2. This fact allows for operation over
a wider range of flow rates for a particular differential pressure-measuring device.
Because of their relatively small size, the laminar tube elements are subject to clogging
when used with dirty fluids. The overall pressure loss for the devices is high, of the
order of 100 percent of the measured �p.

We may note that

Re = ρumd

μ
= ṁ

Ac

d

μ

= 4ṁ

πdμ
= 4Qρ

πdμ

L

d

p1 p2

Flow
m , Q

Figure 7.21 Laminar flow element.
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p1 p2

L

Assembly
of

Laminar
Tube

Elements
Flow
m , Q

Figure 7.22 Laminar flowmeter.

Combining the latter relation with Eq. (7.34) gives

�p = 128Re μ2L

4ρd3
[7.34a]

If acceptable pressure drop and Reynolds numbers are set, the proportions between
L and d may be established for design purposes.

Example 7.7SIZING OF LAMINAR FLOWMETER Size a laminar flowmeter used to measure the
flow of air at 2 atm and 20◦C with a maximum Reynolds number of 1000 and a pressure drop
of 1000 Pa.

Solution

We employ Eq. (7.34a) to determine the relationship between the length and diameter of the
laminar flow elements. The properties of air are

ρ = (2)(1.18) = 2.36 kg/m3

μ = 1.84× 10−5 kg/m·s
Inserting these values in Eq. (7.34a) gives

L/d3 = (1000)(2.36)/(32)(1000)(1.84× 10−5)2 = 2.18× 108

If a tube diameter of 1.0 mm is selected, the required length of tube would be

L = (2.18× 108)(0.001)3 = 0.218 m

The mass flow through each flow element would be

ṁ = (Re)(πdμ) = (1000)π(0.001)(1.84× 10−5) = 5.78× 10−5 kg/s
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7.7 Hot-Wire and Hot-Film Anemometers

The hot-wire anemometer is a device that is often used in research applications to
study rapidly varying flow conditions. A fine wire is heated electrically and placed in
the flow stream, and the early work of King [5] has shown that the heat-transfer rate
from the wire can be expressed in the form

q = (a+ bu0.5)(Tw − T∞) [7.36]

where Tw = wire temperature

T∞ = free-stream temperature of fluid

u = fluid velocity

a, b = constants obtained from a calibration of the device

The heat-transfer rate must also be given by

q = i2Rw = i2R0[1+ α(Tw − T0)] [7.37]

where i = electric current

R0 = resistance of the wire at the reference temperature T0

α = temperature coefficient of resistance

For measurement purposes the hot wire is connected to a bridge circuit, as shown
in Fig. 7.23. The current is determined by measuring the voltage drop across the
standard resistance Rs, and the wire resistance is determined from the bridge circuit.
For steady-state measurements the null condition may be used, while an oscilloscope
output may be used for transient measurements. With i and Rw determined, the flow
velocity may be calculated with Eqs. (7.36) and (7.37). Hot-wire probes have been

G

Hot
wire

Insulated
probe

Potentiometer or EVM

R4

Rs
R3

R1 R2

E

��, u�

Figure 7.23 Schematic of hot-wire flow-measurement circuit.
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d
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(a)

d

b e

(b)

c

Cooling water

(c)

Figure 7.24 Schematic of hot-wire and hot-film probes: (a) hot-wire, (b) cylindrical
hot-film, (c) cooled hot-film.

used extensively for measurement of transient flows, especially measurements of
turbulent fluctuations. Time constants of the order of 1 ms may be obtained with
0.0001-in-diameter platinum or tungsten wires operating in air.

When the hot wire is to be employed for measurement of rapidly changing flow
patterns, full account must be taken of the transient response of both the thermal and
electrical resistance characteristics of the wire. Two types of electrical compensation
are employed in practice: (1) a constant-current arrangement, where a large resistance
is connected in series with the hot wire and a thermal compensating circuit is then
applied to the output ac voltage, and (2) a constant-temperature arrangement, where
a feedback control circuit is added to vary the current so that the wire temperature
remains nearly constant. Response of the wire depends on the angle the flow velocity
makes with the wire axis, and techniques have been developed to take this effect
into account [6 and 44]. The length-to-diameter ratio of the wire (L/d) also has a
significant effect on the measurement performance. L/d has a value of about 50 for
typical hot wires.

A modification of the hot-wire method consists of a small insulating cylinder
that is coated with a thin metallic film. This device is appropriately called a hot-
film probe, and sketches of hot-wire and hot-film probes are shown in Fig. 7.24.
Figure 7.24c shows a water-cooled probe which may be employed in high-temperature
applications. The nomenclature is:

a. Tungsten hot-wire with platinum surface coating; L ∼ 1.2 mm, d ∼ 4 μm

b. Cylindrical hot-film sensor with platinum film on glass rod; L ∼ 1.0 mm,
d ∼ 50 μm

c. Platinum film on hollow glass tube; L ∼ 1.5 mm, d ∼ 0.15 mm

d. Gold-plated sensor supports

e. Ceramic insulating core

Coatings for the hot-film probes are typically achieved with an electroplated gold
layer about 5 μm thick.

Hot-film probes are extremely sensitive to fluctuations in the fluid velocity and
have been used for measurements involving frequencies as high as 50,000 Hz. So-
phisticated electronic instrumentation is required for such measurements, and the
interested reader is referred to Refs. [6] and [44] for additional information, as well
as to the literature of such manufacturers as Thermal Systems and DISA, Inc.
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T1
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Bridge for
�T � T1 � T2

detection

Figure 7.25 Mass flowmeter based on thermal energy transfer.

Thermal Mass Flowmeters

A direct measurement of mass flow of gases may be accomplished using the principle
illustrated in Fig. 7.25. A precision tube is constructed with upstream and downstream
externally wound resistance temperature detectors. Between the sensors is an electric
heater. The temperature difference T1−T2 is directly proportional to the mass flow of
the gas and may be detected with an appropriate bridge circuit. The device is restricted
to use with very clean gases. Calibration is normally performed with nitrogen and a
factor applied for use with other gases.

Another thermal mass flowmeter for gases utilizes two platinum resistance tem-
perature detectors (RTDs; see Sec. 8.5). One sensor measures the temperature of the
gas flow at the point of immersion. A second sensor is heated to a temperature of 60◦F
above the first sensor. As a result of the gas flow, the heating of the second sensor
is transferred to the gas by convection. The heat-transfer rate is proportional to the
mass velocity of the gas, defined as

Mass velocity = ρu = density× velocity

The two sensors are connected to a Wheatstone bridge and the output voltage or
current is that required to maintain the 60◦F temperature differential. This output is
a nonlinear function of ρu, but special circuits may be used to produce a linearized
output for readout purposes.

We must note, of course, that the immersion-type meter measures mass velocity
at the point of immersion. For flow systems with varying velocities several measure-
ments may be necessary to obtain an integrated mass flow across the channel. The
probe containing both sensors is typically about 0.25 in in diameter. Velocities of
gases at standard conditions between 0.08 and 160 ft/s can be measured with the
device. Accuracies of about ±2 percent of full scale may be achieved.
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Figure 7.26 Turbulent fluctuations in direction of flow.

Turbulence Measurements

In turbulent fluid flow, whether in a channel or in a boundary layer, the fluid-velocity
components exhibit a random oscillatory character, which depends on the average
fluid velocity, fluid density, viscosity, and other variables. The instantaneous-velocity
components are expressed as

u = ū+ u′ (x component)

v = v̄+ v′ (y component)

w = w̄+ w′ (z component)

where the bar quantities are the integrated average-velocity components and the
primed quantities represent the fluctuations from the average velocity. Figure 7.26
illustrates a typical plot of turbulent fluctuations. One measure of the intensity of
turbulence is the root mean square of the fluctuations. For the x component

u′rms = (u′2)1/2 =
[

1

T

∫ T

0
u′2 dt

]1/2

[7.38]

where T is some time period that is large compared to the turbulence scale.
Turbulent fluctuations occur over an extremely broad range. Some typical

values are:

Background turbulence in well-designed wind tunnels 0.05%
Turbulence created by grids 0.02–2%
Turbulent wakes 2–5%
Turbulent boundary layers and pipe flows 3–20%
Turbulent jets 20–100%
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The average kinetic energy (KE) of turbulence per unit mass may be taken as a
measure of the total turbulence intensity of the flow stream. Thus,

Turbulence KE

Mass
= 1

2
(u′2 + v′2 + w′2) [7.39]

The hot-wire or hot-film anemometer is very useful for turbulence measurements
because it can respond to very rapid changes in flow velocity. Two or more wires at one
point in the flow can make simultaneous measurements of the fluctuating components.
Various mean values and energy spectra can then be computed from the voltage
outputs of the probes. In general, these operations can be performed electronically.

7.8 Magnetic Flowmeters

Consider the flow of a conducting fluid through a magnetic field, as shown in Fig. 7.27.
Since the fluid represents a conductor moving in the field, there will be an induced
voltage according to

E = BLu× 10−8 V [7.40]

where B = magnetic flux density, gauss
u = velocity of the conductor, cm/s
L = length of the conductor, cm

The length of the conductor is proportional to the tube diameter, and the velocity is
proportional to the mean flow velocity. The two electrodes detect the induced voltage,
which may be taken as a direct indication of flow velocity.

Two types of magnetic flowmeters are used commercially. One type has a
nonconducting pipe liner and is used for fluids with low conductivities, like water.
The electrodes are mounted so that they are flush with the nonconducting liner and
make contact with the fluid. Alternating magnetic fields are normally used with these
meters since the output is low and requires amplification. The second type of mag-
netic flowmeter is one which is used with high-conductivity fluids, principally liquid

Electrode

Electrode

Flow, u B

Magnetic
field

E �
BLu � 10�8 V

Figure 7.27 Flow of conducting fluid through a magnetic field.
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metals. A stainless-steel pipe is employed in this case, with the electrodes attached
directly to the outside of the pipe and diametrically opposed to each other. The out-
put of this type of meter is sufficiently high that it may be used for direct readout
purposes.

7.9 Flow-Visualization Methods

Fluid flow is a complicated subject with many areas that have not yet yielded to pre-
cise analytical techniques. Accordingly, flow-measurement problems are not always
simple and precise because of the lack of analytical relations to use for calculation
and reduction of experimental data. The interpretation of data involving turbulence
or measurements of complicated boundary layer, viscous, and shock-wave effects is
not easy. Frequently, the flow may be altered as a result of probes that are inserted to
measure the pressure, velocity, and temperature profiles so that the experimentalist
is uncertain about the effect that has been measured. Flow visualization by optical
methods offers the advantage that when properly executed it does not disturb the fluid
stream, and thus gives the experimentalist an extra tool to use in conjunction with
other measurement devices. In some instances flow-visualization techniques may be
employed for rather precise measurements of important flow parameters, while in
other cases they may serve only to furnish qualitative information regarding the over-
all flow behavior. In the following paragraphs we shall discuss the principles of some
of the basic flow-visualization schemes and indicate their applications. The interested
reader should consult Refs. [8] and [17] for a rather complete survey of the subject.
Additional advances are presented in Ref. [47].

Consider the gaseous flow field shown in Fig. 7.28. The flow is in a direction
perpendicular to the figure, that is, the z direction. An incoming light ray is deflected

Incoming
light ray

Windows

Flow field

L

x

y

Deflected
ray

y � y1

�

Figure 7.28 Basic optical effects used for flow visualization.
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through an angle ε as a result of density gradients in the flow. It may be shown2 that
the deflection angle for small-density gradients is given as

ε = λ

n1

(
dn

dy

)
y=y1

= Lβ

ρs

(
dρ

dy

)
y=y1

[7.41]

where L is the width of the flow field, ρ is the local fluid density, ρs is a reference
density which is usually taken at standard conditions, and n is the index of refraction,
which for gases may be written as

n =
(

1+ β
ρ

ρs

)
n1 [7.42]

β is a dimensionless constant having a value of about 0.000292 for air; n1 is the index
of refraction outside the flow field and can be taken as very nearly unity in Eq. (7.41).

According to Eq. (7.41) the angular deflection of the light ray ε is proportional
to the density gradient in the flow. This is the basic optical effect that is used for
flow-visualization work. It may be noted that the deflection of the light ray is a
measure of the average density gradient integrated over the x coordinate. Thus, the
effect is primarily useful for indicating density variations in two dimensions (in this
case the y and z dimensions) and will average the variations in the third dimension.

In the following sections we shall discuss several optical methods of flow visu-
alization for use in gas systems. For liquid-flow visualization a typical experimental
technique is to add a dye to the liquid in order to study the flow phenomena. Another
technique which has received considerable attention for use with liquids is the
so-called hydrogen-bubble method. The technique consists of using a fine wire, placed
in water, as one end of a dc circuit to electrolyze the water. Very small hydrogen
bubbles are generated in the liquid. The motion of the bubbles may be studied by
illuminating the flow. The application of this method has been given a very com-
plete description by Schraub et al. [16]. Figure 7.29 indicates the voltage-discharge

Line input

Potentiometer rectifier
Transformer

Charging R
0-300 � 5-50 �

5-
150 �F

Discharging R

Polarity reversing
switch

To bubble
wire

Relay

�
�

Figure 7.29 Voltage pulse circuits for hydrogen-bubble method, according to
Ref. [16].

2See, e.g., Ref. [10].
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7.10 The Shadowgraph 347

circuits employed in the technique. A variable-input voltage from 10 to 250 V is
provided and rectified in the diode circuit. A relay is used to charge and discharge the
capacitor periodically, and a variable resistor is provided in the charging circuit to
tune the system for optimum performance for each wire diameter and flow condition.
In some cases it is necessary to add a small amount of sodium sulfate to the water in
order to achieve a satisfactory electrolyte concentration.

7.10 The Shadowgraph

The shadow technique is a method for direct viewing of flow phenomena. Imagine the
flow field as shown in Fig. 7.30 with a density gradient in the y direction. The parallel
light rays enter the test section as shown. In the regions where there is no density
gradient, the light rays will pass straight through the test section with no deflection.
For the regions where a gradient exists the rays will be deflected. The net effect is
that the rays will bunch together after leaving the test section to form bright spots
and dark spots. The illumination will depend on the relative deflection of the light
rays dε/dy, and hence on d2ρ/dy2. The illumination on a screen placed outside the
test section is thus dependent on the second derivative of the density at the particular
point.

The shadowgraph is a very simple optical tool, and its effect may be viewed in
several everyday phenomena using only the naked eye and local room lighting. The
free-convection boundary layer on a horizontal electric hot plate is clearly visible
when viewed from the edge. This phenomenon is visible because of the density
gradients that result from the heating of the air near the hot surface. It is almost
fruitless to try to evaluate local densities using shadow photography; however, the
shadowgraph is useful for viewing turbulent flow regions, and the method can be used

Screen

Dark
Bright

y

x

Dark

Bright

Figure 7.30 Shadowgraph flow-visualization device.
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Figure 7.31 Shadowgraph of the free convection boundary layer on a 1.25-cm
diameter horizontal cylinder. The cylinder size is indicated by the white
circle placed on the photo. The dark area is the boundary layer and
heated wake above the cylinder. The ‘‘halo” results from the refraction of
the light pencils nearest the heated surface. The distance between the
cylinder surface and the halo at the same angular position is proportional
to the surface convection heat transfer coefficient. (See Sec. 9.7 for
measurement of convection coefficients.)

to establish the location of shock waves with high precision. Figure 7.31 illustrates
the free-convection boundary layer on a horizontal cylinder. Developments in digital
imaging systems whereby the illumination of individual pixels may be accessed in
the final image offer opportunities for further advances. (See Appendix B.)

7.11 The Schlieren

While the shadowgraph gives an indication of the second derivative of density in the
flow field, the schlieren is a device which indicates the density gradient. Consider
the schematic diagram shown in Fig. 7.32. Light from a slit source ab is collimated
by the lens L1 and focused at plane 1 in the test section. After the light passes through
lens L2, an inverted image of the source at the focal plane 2 is produced. Lens L3 then
focuses the image of the test section on the screen at plane 3. Now, let us consider
the imaging process in more detail. The pencils of light originating at point a occupy
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a different portion of the various lenses from those originating from point b or any
other point in the slit source. The regions in which these pencils overlap are shown
in Fig. 7.32. Note that all pencils of light pass through the image plane cd in the test
section and the source image plane b′a′. An image of the test section at d ′c′ is then
uniformly illuminated since the image at b′a′ is uniformly illuminated. This means
that all points in the plane b′a′ are affected in the same manner by whatever fluid
effects may take place in the test section.

If the test section is completely uniform in density, the pencils of light appear as
shown in Fig. 7.32; a pencil originating at point c is deflected by the same amount as
a pencil originating at point d. This is consistent with the observation that all pencils
originating in plane cd completely fill the image plane b′a′. Now, consider the effect of
the introduction of an obstruction at plane b′a′ under these circumstances. We imme-
diately conclude that such an obstruction would uniformly decrease the illumination
on the screen by a factor proportional to the amount of the area b′a′ intercepted.

Suppose now that a density gradient exists at the test section focal plane cd. This
means that all pencils of light originating in this plane would no longer fill the image
plane b′a′ completely. If, then, an obstruction is placed at plane b′a′, it will intercept
more light from some points in the test section plane than from others, resulting in
light and dark regions on the screen at plane 3. The obstruction is called a knife edge,
and the resultant variation in illumination on the screen is called the schlieren effect.

Let us examine the variation in illumination in more detail. In Fig. 7.32b the total
height of the source image is y and the portion not intercepted by the knife edge is

c
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b'

a'

a'

c'

Slit
source

Test section

L1 L2 L3

1 2 3
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y1

Knife
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(b)

Figure 7.32 (a) Schematic of schlieren flow visualization; (b) detail of knife edge.

hol29303_ch07_312-380.pdf   38hol29303_ch07_312-380.pdf   38 8/12/2011   3:23:42 PM8/12/2011   3:23:42 PM



350 C H A P T E R 7 • Flow Measurement

y1. Thus, the general illumination on the screen I is proportional to y1. An angular
displacement of a pencil of light in plane 1 is ε. This produces a vertical deflection at
plane 2 of

�y = f2ε [7.43]

where f2 is the focal length of lens L2. As a result of this deflection, there is a
fractional change in illumination on the screen. The contrast at any point on the
screen may be defined as the ratio of the fractional change in illumination to the
general illumination, or

C = �I

I
= �y

y1
= f2ε

y1
[7.44]

The angular deflection is given by Eq. (7.40), so that the expression for contrast may
be written

C = f2Lβ

y1ρs

(
dρ

dy

)
cd

[7.45]

Thus, the contrast on the screen is directly proportional to the density gradient in
the flow. It may be observed that the contrast may be increased by reducing the
distance y1, that is, by intercepting more light at the source image plane. This also
reduces the general illumination so that the contrast may not be increased indefinitely
and a compromise must be accepted. Schlieren photographs are used extensively for
location of shock waves and complicated boundary-layer phenomena in supersonic
flow systems. A typical schlieren photograph is shown in Fig. 7.33. In actual practice
most schlieren systems use mirrors instead of lenses for reasons of economy. Again,
the development of digital imaging systems offers the possibility of pixel-by-pixel
measurement of illumination and contrast in the final image.

Figure 7.33 Schlieren photograph of the heated wake from an electric soldering iron.
Tip of iron is approximately 0.125 inch in diameter. Note turbulence
in wake.
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7.12 The Interferometer

The Mach–Zehnder interferometer is the most precise instrument for flow visualiza-
tion. Consider the schematic representation in Fig. 7.34. The light source is collimated
through lens L1 onto the splitter plate S1. This plate permits half of the light to be
transmitted to mirror M2 while reflecting the other half toward mirror M1. Beam 1
passes through the test section, while beam 2 travels an alternative path of approx-
imately equal length. The two beams are brought together again by means of the
splitter plate S2 and eventually focused on the screen. Now, if the two beams travel
paths of different optical lengths because of either the geometry of the system or the
refractive properties of any element of the optical paths, the two beams will be out
of phase and will interfere when they are joined together at S2. There will be alter-
nate bright and dark regions called fringes. The number of fringes will be a function
of the difference in optical path lengths for the two beams; for a difference in path
lengths of one wavelength there will be one fringe, two fringes for a difference of
two wavelengths, and so on.

The interferometer is used to obtain a direct measurement of density variations in
the test section. If the density in the test section (i.e., beam 1) is different from that in
beam 2, there will be a change in the refractive properties of the fluid medium. If the
medium in the test section has the same optical properties as the medium in beam 2,
there will be no fringe shifts except those resulting from the geometric arrangement
of the apparatus. These fringe shifts may be neutralized by appropriate movements
of the mirrors and splitter plates. Then, the appearance of fringes on the screen may
be directly related to changes in density in the flow field within the test section by
utilizing the following analysis.

Beam 1 Beam 2

Light
source

Test section
Screen

Fl
ow

 f
ie

ld

L1

S1

M2

S2 L2

M1

Figure 7.34 Schematic of Mach–Zehnder interferometer.
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The change in optical path in the test section resulting from a change in refractive
index is

�L = L(n− n0) [7.46]

where L is the thickness of the flow field in the test section. Using Eq. (7.42) the
change in optical path may be related to change in density for gases by

�L = βL
ρ − ρ0

ρs

[7.47]

The number of fringe shifts N is then given by

N = �L

λ
= βL

λ

ρ − ρ0

ρs

[7.48]

where λ is the wavelength of the light. In Eq. (7.48) it is to be noted that ρ − ρ0

represents the change in the density from the zero-fringe condition. The subscript 0
refers to the zero-fringe condition, that is, conditions in the path followed by beam 2
in Fig. 7.34. ρs is the reference density at standard conditions.

The interferometer gives a direct quantitative indication of density changes in
the test section, but these changes are represented as integrated values over the entire
thickness of the flow field. It is applicable to a wide range of flow conditions ranging
from the low-speed (∼30 cm/s) flow in free-convection boundary layers to shock-
wave phenomena in supersonic flow. Figure 7.35 shows a typical interferometer pho-
tograph. The caption explains the flow phenomena.

Figure 7.35 Interferometer photograph of the interaction of free-convection boundary
layers on three horizontal heated cylinders. Fluid is air, and each fringe
line represents a line of constant temperature. (Photograph courtesy of
E. Soehngen.)
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7.13 The Laser Doppler Anemometer (LDA) 353

We have already given the frequency characteristics of some typical monochro-
matic light sources in Table 5.1. The mercury source is one commonly employed for
interferometer work.

7.13 The Laser Doppler Anemometer (LDA)

We have seen how optical flow-visualization methods offer the advantage that they
do not disturb the flow during the measurement process. The laser anemometer is a
device that offers the nondisturbance advantages of optical methods while affording
a very precise quantitative measurement of high-frequency turbulence fluctuations.

One possible schematic of an LDA is shown in Fig. 7.36a. The laser beam is
focused on a small-volume element in the flow through lens L1. In order for the
device to function, the flow must contain some type of small particles to scatter the
light, but the particle concentration required is very small. Ordinary tap water con-
tains enough impurities to scatter the incident beam. Two additional lenses L2 and
L3 are positioned to receive the laser beam that is transmitted through the fluid (lens
L3) and some portion of the beam that is scattered through the angle θ (lens L2).
The scattered light experiences a Doppler shift in frequency that is directly propor-
tional to the flow velocity. The unscattered portion of the beam is reduced in intensity
by the neutral density filter and recombined with the scattered beam through the
beam splitter. The laser-anemometer device must be constructed so that the direct
and scattered beams travel the same optical path in order that an interference will be
observed at the photomultiplier tube that is proportional to frequency shift. This
shift then gives an indication of the flow velocity. To retrieve the velocity data
from the photomultiplier signal rather sophisticated electronic techniques must be
employed for signal processing. A spectrum analyzer may be used to determine
velocity in steady laminar flow as well as mean velocity and turbulence intensity
in turbulent flow.

Alternative schemes for accomplishing the scattering and measurement process
are shown in Fig. 7.36b and c. In (b) the laser beam is split outside the test section,
and the two beams can be focused on the exact point to be studied in the flow field.
The aperture acts as a shield for noncoherent scattered light and background light.
The system in Fig. 7.36c is a further modification of the system and allows for easy
adjustment of path length.

He–Ne gas lasers are most often employed for LDA work, although argon ion
lasers provide a more intense beam output. The He–Ne laser operates at a wavelength
of 632.8 nm (≈5× 1014 Hz) with a bandwidth of about 10 Hz. Although the Doppler
shift caused by the moving scattering centers is small compared to the laser source
frequency, it is very large compared to the bandwidth and can be detected by hetero-
dyne techniques. In this procedure the photocathode mixes the scattered beam with
the reference beam to generate a current with a frequency equal to the difference in
frequency of the two beams. The electronic processing requires a spectrum analysis
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Figure 7.36 Schematic of laser-anemometer flow-measurement system.

hol29303_ch07_312-380.pdf   43hol29303_ch07_312-380.pdf   43 8/12/2011   3:23:43 PM8/12/2011   3:23:43 PM



7.13 The Laser Doppler Anemometer (LDA) 355

of the photomultiplier current to determine the Doppler frequency and subsequently
the flow velocity.

It is clear that the LDA measures the velocity of the scattering particles. If they
are sufficiently small, the slip velocity between particles and fluid will be small, and
thus an adequate indication of fluid velocity will be obtained. Laser anemometers
that measure more than one velocity will be obtained. Laser anemometers that mea-
sure more than one velocity component simultaneously have been developed [41],
but the optics and electronic-signal-processing techniques become quite complex
and expensive. Even so, the technique offers unusual promise for detailed investi-
gations of turbulence and other flow phenomena which may not be performed in
any other way. Welch and Hines [27] have noted that the sample volume of a fo-
cused laser beam can be as small as 1.6 × 10−5 mm3 with a spatial resolution of
the order of a few tens of micrometers. The interested reader should consult Refs.
[39] to [42] and [53] to [57] for additional information on the construction of laser
anemometers and the measurements that have been obtained. Goldstein [46] gives a
summary of LDA work. Progress in the development of LDA systems is very rapid,
and those persons interested in the latest hardware and software will be well advised
to consult current commercial suppliers3 for information pertaining to their particular
application.

Example 7.8INTERFEROMETER. An interferometer is used for visualization of a free-convection
boundary layer on a vertical flat plate in air. For this application the following data were
collected:

Plate temperature Tw = 50◦C
Free-stream air temperature T∞ = 20◦C
β = 0.000293

Depth of test section L = 50 cm

Wavelength of light source λ = 5460 Å

Reference density = 20◦C
Pressure = 1.0 atm

Calculate the number of fringes that will be viewed in the boundary layer.

Solution

We use Eq. (7.48) for this calculation. The reference density is the same as the zero-fringe
density so that

N = βL

λ

(
ρw

ρ∞
− 1

)

3Dantec Measurement Technology, Inc., Mahwah, NJ; TSI Incorporated, St. Paul, MN; Aerometrics, Inc.,
Sunnyvale, CA; La Vision GMBH, Goettingen, Germany.
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For air the density is calculated from the ideal-gas equation of state:

ρ = p

RT

Thus, N = βL

λ

(
T∞
Tw

− 1
)

= (0.000293)(50)

(5460× 10−8)

(
293

323
− 1

)

= 24.92 fringes

7.14 Smoke Methods

A very simple flow-visualization method utilizes the injection of smoke traces in a
gas stream to follow streamlines. The method is primarily of qualitative utility in
that direct measurements are difficult to obtain except for certain special phenomena.
Figure 7.37 shows an example of a flow system where smoke visualization was used
to verify an analytical calculation. In this case smoke is used to view the complicated
secondary flow patterns in a channel through which a forced flow is coupled with a
standing sound wave. The smoke patterns in Fig. 7.37a agree well with the analytical
predictions in Fig. 7.37b.

In order for the smoke filaments to represent streamlines of the flow it is necessary
that the individual smoke particles be of sufficiently small mass so that they are
carried along freely at the flow velocity. Filtered smoke from burning rotten wood
or cigars is generally suitable for smoke studies, as is smoke from the chemical
titanium tetrachloride when it reacts with moisture in air to form hydrochloric acid
and titanium oxide. This latter substance, however, is corrosive to many materials
used for the construction of containers. Reference [14] discusses the use of titanium
tetrachloride for low-speed flow measurements. One of the best fuels for producing
nontoxic, noncorrosive, dense smoke is a product called Type-1964 Fog Juice. This
fuel has a boiling temperature of approximately 530◦F (276◦C), contains petroleum
hydrocarbon, and may be obtained from most theatrical supply houses. Some smoke-
generation techniques are discussed in Ref. [28].

Particle image velocimetry (PIV) coupled with digital imaging systems offer the
ability to track individual particle motions [56].

7.15 Pressure Probes

A majority of fluid dynamic applications involve measuring the total flow rate by
one or more of the methods discussed in the previous sections. These measurements
ignore the local variations of velocity and pressure in the flow channel and permit
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(a)

(b)

Figure 7.37 (a) Smoke photograph showing secondary flow effects resulting from a
standing sound wave in a tube: (b) flow streamlines for the system in (a) as
obtained from the theoretical analysis of Ref. [12]. (Photograph courtesy of
Dr. T. W. Jackson.)

an indication of only the total flow through a particular cross section. In applications
involving external flow situations, such as aircraft or wind-tunnel tests, an entirely
different type of measurement is required. In these instances probes must be in-
serted in the flow to measure the local static and stagnation pressures. From these
measurements the local flow velocity may be calculated. Several probes are avail-
able for such measurements, and summaries of characteristic behaviors are given in
Refs. [4], [7], [13], and [18]. We shall discuss some of the basic probe types in this
section.

The total pressure for isentropic stagnation of an ideal gas is given by

p0

p∞
=

(
1+ γ − 1

2
M2
∞

)γ/(γ−1)

[7.49]

where p0 is the stagnation pressure p∞ is the free-stream static pressure, and M∞ is
the free-stream Mach number given by

M∞ = u∞
a

[7.50]

hol29303_ch07_312-380.pdf   46hol29303_ch07_312-380.pdf   46 8/12/2011   3:23:43 PM8/12/2011   3:23:43 PM



358 C H A P T E R 7 • Flow Measurement

a is the acoustic velocity and may be calculated with

a =
√

γgcRT [7.51]

for an ideal gas. It is convenient to express Eq. (7.49) in terms of dynamic pressure
q defined by

q = 1
2ρu

2
∞ = 1

2γpM2
∞ [7.52]

Equation (7.49) thus becomes

p0 − p∞ = 2q

γM2∞

[(
1+ γ − 1

2
M2
∞

)γ/(γ−1)

− 1

]
[7.53]

This relation may be simplified to

p0 − p∞ = 2q

γM2∞

(
1+ M2

∞
4
+ 2− γ

24
M4
∞ + · · ·

)
[7.54]

when M2
∞

(
γ − 1

2

)
< 1.

For very small Mach numbers Eq. (7.54) reduces to the familiar incompressible
flow formula

p0 − p∞ = 1
2ρu

2
∞ [7.55]

We thus observe that a measurement of static and stagnation pressures permits a
determination of the flow velocity by either Eq. (7.55) or Eq. (7.53), depending on
the fluid medium.

A basic total pressure probe may be constructed in several different ways, as
shown in Fig. 7.38. In each instance the opening in the probe is oriented in a direc-
tion exactly parallel to the flow when a measurement of the total stream pressure is
desired. If the probe is inclined at an angle θ to the free-stream velocity, a somewhat
lower pressure will be observed. This reduction in pressure is indicated in Fig. 7.38
according to Ref. [7]. Configuration a represents an open-ended tube placed in the
flow. Configuration b is called a shielded probe and consists of a venturi-shaped tube
placed in the flow with an open-ended tube at the throat of the section to sense the
stagnation pressure. It may be noted that this probe is rather insensitive to flow direc-
tion. Configuration c represents an open-ended tube with a chamfered opening. The
chamfer is about 15◦, and the ratio of OD to ID of the tube is about 5. Configuration
d represents a tube having a small hole drilled in its side, which is placed normal to
the flow direction. This type of probe, as might be expected, is the most sensitive to
changes in a yaw angle. Also indicated in Fig. 7.38 is a portion of the curve for a
Kiel probe, which is similar in construction to configuration b, except that a smoother
venturi shape is used, as shown in Fig. 7.39. The Kiel probe is the least sensitive to
the yaw angle.
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Figure 7.38 Stagnation pressure response of various probes to changes in yaw angle.
(a) Open-ended tube; (b) channel tube; (c) chamfered tube; (d) tube with
orifice in side. (From Ref. [7].)
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Figure 7.39 Kiel probe (Model 3696) for measurement of stagnation pressure.
(Courtesy of Airflow Instrument Co., Glastonbury, CT.)

Example 7.9INFLUENCE OF YAW ANGLE. An open-ended tube probe is yawed at an angle of 30◦

from the flow direction in an airstream at 12 psia and 40◦F having a free-stream velocity of
80 ft/s. Calculate the pressure indicated by the probe.

Solution

We consult Fig. 7.40 for an open-ended probe at a yaw angle of 30◦ and obtain

p0,ind − p0
1
2ρu

2∞
= −0.06 [a]

We have p∞ = 12 psia and T∞ = 40◦F = 500◦R, so the density is calculated as

ρ = p

RT
= (12)(144)

(53.35)(500)
= 0.0648 lbm/ft3
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From Eq. (7.55)

p0 − p∞ = 1

2
ρu2

∞ =
(0.0648)(80)2

(2)(32.17)

= 6.446 psf

[b]

Note that gc = 32.17 lbm · ft/lbf · s2 has been inserted to balance the units. Using Eq. (a), we
obtain

p0,ind − p0 = (−0.06)(6.446) psf [c]

Adding (b) and (c), we have

p0,ind − p∞ = (0.94)(6.446) = 6.059 psf

and p0,ind = 12+ 6.059

144
= 12.042 psia

The measurement of static pressure in a flowstream is considerably more difficult
than the measurement of stagnation pressure. A typical probe used for the measure-
ment of both static and stagnation pressures is the Pitot tube shown in Fig. 7.40. The
opening in the front of the probe senses the stagnation pressure, while the small holes
around the outer periphery of the tube sense the static pressure. The static-pressure
measurement with such a device is strongly dependent on the distance of the peripheral
openings from the front opening as well as on the yaw angle. Figure 7.41 indicates the
dependence of the static-pressure indication on the distance from the leading edge of
the probe for both blunt subsonic and conical supersonic configurations. To alleviate
this condition, the static-pressure holes are normally placed at least eight diameters
downstream from the front of the probe. The dependence of the static and stagnation
pressures on yaw angle for a conventional Pitot tube is indicated in Fig. 7.42. This
device is quite sensitive to flow direction. The probe in Fig. 7.40 is sometimes called
a Pitot static tube because it measures both static and stagnation pressure.

The static-pressure characteristics of three types of probes are shown in Figs. 7.43
and 7.44 as functions of Mach number and yaw angle. It may be noted that both the

8D

Four to eight holes 0.04	
diameter equally spaced

8D

Figure 7.40 Schematic drawing of Pitot tube.
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Figure 7.41 Variation of static pressure along standard subsonic
and supersonic probe types. (From Ref. [4].)
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Figure 7.42 Variation of static, stagnation, and dynamic pressure
with yaw angle for Pitot tube. (Courtesy of Airflo
Instrument Corp., Glastonbury, CT.)
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Figure 7.43 Yaw-angle characteristics of various static-pressure probes. (From Ref. [7].)
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Figure 7.44 Mach-number characteristics of various static-pressure probes.
(From Ref. [7].)
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wedge and Prandtl tube indicate static-pressure values that are too low, while the cone
indicates a value that is too high. The wedge is least sensitive to yaw angle. All three
probes have two static-pressure holes located 180◦ apart.

Example 7.10VELOCITY MEASUREMENT WITH PITOT TUBE. A Pitot tube is inserted in a flow
stream of air at 30◦C and 1.0 atm. The dynamic pressure is measured as 1.12 in water when
the tube is oriented parallel to the flow. Calculate the flow velocity at that point.

Solution

We use Eq. (7.55) for this calculation. The air density is calculated as

ρ = p∞
RT∞

= 1.0132× 105

(287)(303)
= 1.165 kg/m3

We also have

p0 − p∞ = 1.12 in water = 5.82 psf = 278.7 Pa

so that the velocity is

u∞ =
√

2(p0 − p∞)

ρ
=

[
(2)(278.7)

1.165

]1/2

= 21.9 m/s (71.8 ft/s)

Example 7.11DETERMINATION OF VOLUME FLOW RATE USING PITOT TUBE. A Pitot tube
is used to measure the dynamic pressure p0 − p∞ for air in a 4-in-diameter duct. The air
conditions are 14.7 psia and 70◦F (530◦R). The readings are shown in the accompanying table
for five radial positions measured from the center of the duct. No measurement is taken at the
outside radius where the velocity is assumed zero. For the first reading at the center of the duct
the velocity is calculated from

p0 − p∞ = ρu2

2gc

[a]

with the density of air calculated from

ρ = p

RT
= (14.7)(144)/(53.35)(530) = 0.0748 lbm/ft3 [b]

Then, with p0 − p∞ = 2.87 inH2O = 14.92 lbf/ft2,

u =
[
(2)(32.17)(14.92)

0.748

]1/2

= 113 ft/s [c]
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Velocities at the other radial positions are calculated in a similar manner and displayed in the
table.

We want to calculate the volume rate of flow in the duct using this information.

Table Example 7.11

p0 − p∞,
Index, i ri , in inH2O ui , ft/s rm, in ΔAi , ft2 uiΔAi , ft3/ s

0 0 2.87 113 0.00136 0.15
0.25

1 0.5 2.72 110 0.0109 1.20
0.75

2 1.0 2.41 104 0.0218 2.27
1.25

3 1.5 1.90 92 0.0235 2.16
1.625

4 1.75 1.60 84 0.014 1.18
1.813

5 1.875 1.30 76 0.0102 0.78
1.9375

6 2.0 0 0 0.0054 0

Solution

A numerical approximation for the volume flow may be written as

Q =
∫

2πru dr ≈
∑

ui�Ai [d]

where the ui are the calculated values at the respective ri positions indicated in the table. An
arithmetic mean radius rm between each set of ri’s is also shown. We assume that the flow area
�Ai for each ri is

�Ai = π
(
r2
m+1 − r2

m−1

)

or, for ri = 1.0,

�Ai = π(1.252 − 0.752)

144
= 0.0218 ft2

At ri = 0 the area is assumed to be π(0.25)2/144 = 0.00136 ft2 while that at ri = 2 is
π(1.9375)2/144 = 0.0054 ft2.

Performing the summation indicated in (d), we obtain

Q = 7.74 ft3/s
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The area of the duct is

A0 = π(2)2

144
= 0.0873 ft2

so the mean flow velocity is calculated as

umean = 7.74

0.0873
= 89 ft/s

Comment

This calculation illustrates how a rather simple set of measurements may be used to estimate
volumetric flow rate in a duct. The uncertainty in the final result will be a strong function of
the uncertainties in the readings of p0−p∞. Since these readings will likely be taken in a time
sequence, they are subject to flow variations over the total measurement time period. These
fluctuations may be considerable.

7.16 Impact Pressure in Supersonic Flow

Consider the impact probe shown in Fig. 7.45 which is exposed to a free stream with
supersonic flow; that is, M1 > 1. A shock wave will be formed in front of the probe
as shown, and the total pressure measured by the probe will not be the free-stream
total pressure before the shock wave. It is possible, however, to express the impact
pressure at the probe in terms of the free-stream static pressure and the free-stream
Mach number. The resulting expression as given in Refs. [10 and 51] is

p∞
p02

= {[2γ/(γ + 1)]M2
1 − (γ − 1)/(γ + 1)}1/(γ−1){

[(γ + 1)/2]M2
1

}γ/(γ−1) [7.56]

where p∞ is the free-stream static pressure and P02 is the measured impact pressure
behind the normal shock wave. This equation is valid for Reynolds numbers based on

M1 > 1

p01

p02
p�

M2

Shock wave

Figure 7.45 Impact tube in supersonic flow.

hol29303_ch07_312-380.pdf   54hol29303_ch07_312-380.pdf   54 8/12/2011   3:23:43 PM8/12/2011   3:23:43 PM



366 C H A P T E R 7 • Flow Measurement

probe diameter greater than 400. Equation (7.56) is called the Rayleigh supersonic
Pitot formula. We see that in order to determine the value of the Mach number we
must make a measurement of the free-stream static pressure. It is possible to make
this measurement with special calibrated probes.

Example 7.12 IMPACT TUBE IN SUPERSONIC FLOW. Aprobe like that shown in Fig. 7.45 is placed
in an airflow stream where M1 = 2.5 and the free-stream static pressure is measured as 22 kPa.
Determine the stagnation pressure before and after the shock wave.

Solution

We employ Eq. (7.56) for this calculation of p02 with M1 = 2.5 and γ = 1.4 for air. Thus,

p∞
p02

= {[(2)(1.4)/(2.4)](2.5)2 − (0.4)/(2.4)}1/0.4

{[(2.4)(2)](2.5)2}1.4/0.4

= 0.1173

and p02 =
22

0.1173
= 187.6 kPa

The stagnation pressure upstream of the shock wave is calculated from Eq. (7.49):

p01

p∞
=

(
1+ γ − 1

2
M2

1

)γ/(γ−1)

= [1+ (0.2)(2.5)2]1.4/0.4

= 17.086

and p01 = (22)(17.086) = 375.9 kPa

7.17 Summary

Comparisons of the operating range, characteristics, and advantages of several flow-
meters are presented in Table 7.2 and may be taken as a summary of our discussions
in this chapter. The reader should bear in mind that the stated accuracies for the
various flowmeters may be improved with suitable calibration. Of course, the overall
accuracy of a flow-rate determination is also dependent on the accuracy of the readout
equipment. As an example, a venturi might be carefully calibrated within 0.5 percent,
but if it were used with a crude instrument for differential pressure measurements, a
much poorer precision would result than that for which it was calibrated.
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Table 7.2 Operating characteristics of several types of flowmeters

Fluid Factors

Maximum
Maximum Flow Useful Maximum Temperature Viscosity,
Range Range Pressure, Range, cSt

Meter Type cm3/ s× 10−3 Ability Mpa ◦C (10−6 m2/ s)

Obstruction Orifice Liquid 0.012–220 5:1 42 −270–1100 4000
meters Gas 23–43,000

Flow nozzle Liquid 0.031–950 5:1 10 −50–800 4000
Gas 45–240,000

Venturi Liquid 0.03–950 5:1 10 −50–800 4000
Gas 45–240,000

Drag effects Glass-tube Liquid 10:1 2 −45–200 100
rotameter 0.1× 10−3–16

Gas 0.006–330

Metal-tube Liquid 0.03–250 10:1 35 −180–870 100
rotameter Gas 0.2–470

Turbine or Liquid 15:1 105 −270–540 30
propeller 0.2× 10−3–3100

Gas 0.2–140,000 10:1

Clean liquid 10:1 1.0 −15–150 2000
0.02–63

Magnetic flowmeter Conductive 20:1 4 −130–180 1000
liquid only
0.1× 10−3–3100

7.18 Review Questions

7.1. What basic methods are used for calibration of flow-measurement devices?

7.2. What is meant by a positive-displacement flowmeter?

7.3. What are the relative advantages of the venturi, orifice, and flow-nozzle meters?

7.4. What type of flow-measurement accuracy would you expect with an orifice; a
venturi?
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Application Factors Installation Factors

Standard Pressure Line Typical
Accuracy, Construction Loss, Size, Special Piping Power Relative

Scale Indication % Materials kPa cm Considerations Requirement Cost

Square Remote 1–2 full-scale Most metals 0.7–200 4–30 Straight pipe: None 1.0
root rate differential differential 10 diameters

pressure pressure upstream,
3 downstream

Square Remote 1–2 full-scale Bronze, iron, 0.7–140 2–60 Straight pipe: None 1.4
root rate differential differential steel, stain- 10 diameters

pressure pressure less steel upstream,
3 downstream

Square Remote 1–2 full-scale Bronze, iron, 0.7–100 2–60 Straight pipe: None 1.5
root rate differential differential steel, stain- 10 diameters

pressure pressure less steel, upstream,
plastic 3 downstream

Linear Local or 1–2 full-scale Most metals, 0.05–7 0.6–10 Vertical only None 1.0
rate remote plastics, and

electric or ceramics
pneumatic

Linear Local or 1–2 full-scale Most metals, 0.3–70 1.2–30 Vertical only None 1.2
rate remote plastics, and

electric or ceramics
pneumatic

Linear Remote 0.5 reading Aluminum, 14–70 0.3–90 Any position 115 V, 5.0
total electric stainless 60 Hz,

steel 50 W

Linear Local or 1 reading Bronze, iron, 7–140 1.2–15 Horizontal None 1.0
total remote steel, stain- recommended

electric less steel

Linear Remote 0.5–1 full- Plastic, Very 0.2–200 Any position 115 V, 6.0
rate electric scale stainless small 60 Hz,

steel with 200 W
nonconductive
liner

7.5. What is a sonic nozzle? How is it used? What are its advantages and disadvan-
tages?

7.6. Why is a rotameter called a drag meter? Could it also be called an area meter?

7.7. What is the utility of the hot-wire anemometer?

7.8. Distinguish among the shadowgraph, schlieren, and interferometer flow-
visualization techniques. What basic flow variable is measured in each
technique?

7.9. Upon what does the sensitivity of the schlieren depend?

7.10. What is the primary advantage of the laser anemometer?
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7.11. What is a Pitot tube?

7.12. Why must the tube be tapered in order for a rotameter to indicate flow rate?

7.13. What particular flow-measurement situations are adapted to the hot-wire
anemometer?

7.14. How would one go about calibrating a venturi for liquid measurement? Could
the calibration data be adapted to gas flow? If so, how?

7.19 Problems

7.1. Using Eq. (7.8) as a starting point, obtain Eqs. (7.9) and (7.10). Subsequently,
calculate the error in these equations when �p = p1/4 for Eq. (7.9) and �p =
p1/10 for Eq. (7.10).

7.2. In the compressible flow equation for a venturi the velocity of approach factor
M cancels with a like term in the expansion factor Ya. Construct a graphical
plot which will indicate the error that would result if the approach factor given
by Eq. (7.11) were used in conjunction with Eq. (7.8). Use the parameter �p/γp1

as the abscissa for this plot.

7.3. A venturi is to be used for measuring the flow of air at 300 psia and 80◦F. The
maximum flow rate is 1.0 lbm/s. The minimum flow rate is 30 percent of this
value. Determine the size of the venturi such that the throat Reynolds number is
not less than 105. Calculate the differential pressure across the venturi for mass
flows of 0.3, 0.5, 0.7, and 1.0 lbm/s. Assume β = 0.5 for the venturi.

7.4. Work Prob. 7.3 for an orifice with pressure taps one diameter upstream and one-
half diameter downstream.

7.5. Work Prob. 7.3. for an ASME long-radius flow nozzle.

7.6. A sonic nozzle is to be used to measure a gas flow with an uncertainty of 1 per-
cent. Assuming that the nozzle throat area and discharge coefficients are known
exactly, derive an expression for the required relationship between the uncer-
tainties in the stagnation pressure and temperature measurements. Which of the
two measurements, pressure or temperature, is more likely to be the controlling
factor?

7.7. Calculate the throat area for the sonic nozzle in Example 7.4 if the stated pressure
is static pressure upstream, the temperature is total temperature upstream, and
the pipe diameter is 1.0 in.

7.8. Show that the parameter that governs the use of a linear relation for a rotameter
as in Eq. (7.30) is

ay

D

provided that d ≈ D to the extent that

1−
(

d

D

)2


 ay

D
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Under these restrictions, plot the error resulting from the linear approximation
as a function of the parameter ay/D. Discuss the physical significance of this
analysis and interpret its meaning in terms of specific design recommendations
for rotameters.

7.9. Verify that the error in flow rate for a rotameter calculated from Eq. (7.32) is less
than 0.2 percent for density variations of ±5 percent when the float density is
designated according to Eq. (7.31).

7.10. The turbine flowmeter whose calibration is shown in Fig. 7.18 is to measure
a nominal flow rate of water of 2.5 gpm at 60◦F. A single value of the meter
constant K is to be used in the data reduction. What deviations from the nominal
flow rate are allowable in order that the nominal value of K is accurate within
±0.25 percent?

7.11. A rotameter is to be designed to measure a maximum flow of 10 gpm of water
at 70◦F. The bob has a 1-in diameter and a total volume of 1 in3. The bob is
constructed so that the density is given in accordance with Eq. (7.31). The total
length of the rotameter tube is 13 in and the diameter of the tube at inlet is
1.0 in. Determine the tube taper for drag coefficients of 0.4, 0.8, and 1.20. Plot
the flow rate versus distance from the entrance of the tube for each of these drag
coefficients. Determine the meter constant for use in Eq. (7.32) and estimate the
error resulting from the use of this relation instead of the exact expression in
Eq. (7.28).

7.12. A rotameter is to be used for measurement of the flow of air at 100 psia and 70◦F.
The maximum flow rate is 0.03 lbm/s, the inlet diameter of the meter is 1 in,
and the length of the meter is 12 in. The bob is constructed so that its density
is 5 times that of the air and its volume is 1 in3. Calculate the tube taper for
drag coefficients of 0.4, 0.8, and 1.2 and determine the meter constant for use
in Eq. (7.30). Plot the error resulting from the use of Eq. (7.30) as a function of
flow rate.

7.13. Derive an expression for the product of density and velocity across a hot-wire
anemometer in terms of the wire resistance, the current through the wire, and the
empirical constants a and b. Subsequently, obtain an expression for the uncer-
tainty in this product as a function of the measured quantities.

7.14. The sensitivity of a schlieren system is defined as the fractional deflection ob-
tained at the knife edge per unit angular deflection of a light ray at the test section.
Show that this sensitivity may be calculated with

S = f2

y1

Derive an expression for the contrast in terms of the sensitivity, the density
gradient, and the test section width.

7.15. Show that the sensitivity of an interferometer, defined as the number of fringe
shifts per unit change of density, may be written as

S = βL

λρs
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Show that the maximum sensitivity of an interferometer, defined as the number of
fringe shifts per unit change in Mach number, will be about 30 when L = 15 cm,
λ = 5400 Å, β = 0.000293, and the stagnation density is that of air at standard
conditions.

7.16. Calculate the temperatures corresponding to the four fringes nearest to the plate
surface in Example 7.6.

7.17. The velocity in turbulent tube flows varies approximately as

u

uc

=
(

1− r

r0

)1/7

where uc is the velocity at the center of the tube and r0 is the tube radius. An
experimental setup using air in a 30-cm-diameter tube is used to check this
relation. The air temperature is 20◦C and pressure is 1.0 atm. The maximum
flow velocity is 15 m/s and a Pitot tube is used to traverse the flow and to ob-
tain a measurement of the velocity distribution. Measurements are taken at radii
of 0, 5, 10, and 12 cm, and the uncertainty in the dynamic-pressure measurement
is±5 Pa. Using the above relation and Eq. (7.55), calculate the nominal velocity
and dynamic pressure at each radial location. Then, calculate the uncertainty in
the velocity measurement at each location based on the uncertainty in the pressure
measurement. Assuming that the above relation does represent the true velocity
profile, calculate the uncertainty which could result in a mass flow determined
from the experimental data. The mass flow would be obtained by performing the
integration

ṁ =
∫ r0

0
2πrρu dr

7.18. Calculate the dynamic pressure measured by a Pitot tube in a flow stream of water
at 20◦C moving at a velocity of 3 m/s.

7.19. Using the supersonic Pitot-tube formula given by Eq. (7.56), obtain an expression
for the uncertainty in the Mach number as a function of the percent uncertainty
in the pressure ratio (p∞/p02) of 1 percent. Assume γ = 1.4.

7.20. A venturi with throat and upstream diameters of 8 and 16 in is used to measure the
flow of water at 70◦F. The flow rate is controlled by a motorized valve downstream
from the venturi. The valve is operated so that a constant differential pressure
of 12 inHg is maintained across the venturi. Suppose someone informs you that
this type of control scheme is not very effective because it does not account for
possible changes in temperature of the water. Reply to this criticism by plotting
the error in the flow rate as a function of water temperature, taking the flow at
70◦F as the reference value.

7.21. An obstruction meter is used for the measurement of the flow of moist air at
low velocities. Suppose that the flow rate is calculated taking the density as
that of dry air at 90◦F. Plot the error in this flow rate as a function of relative
humidity.
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7.22. A small venturi is used for measuring the flow of water in a 1
2 -in-diameter line.

The venturi has a throat diameter of 1
4 in and is constructed according to ASME

specifications. What minimum flow rate at 70◦F should be used in order that
the discharge coefficient remains in the flat portion of the curve? What pressure
reading, in inches of mercury, would be experienced for this flow rate?

7.23. The venturi of Prob. 7.22 is used to measure the flow of air at 100 psia and 120◦F
(upstream flow conditions). The throat pressure is measured as 80 psia. Calculate
the flow rate.

7.24. An orifice is to be used to indicate the flow rate of water in a 1.25-in-diameter
line. The orifice diameter is 0.50 in. What pressure reading will be experienced
on the orifice for a line-flow velocity of 10 ft/s? What would be the flow rate for
a pressure reading of twice this value?

7.25. A small sonic nozzle having a throat diameter of 0.8 mm is used to measure and
regulate the flow in a 7.5-cm-diameter line. The upstream pressure on the nozzle
is varied in accordance with the demand requirements. The downstream pressure
is always low enough to ensure sonic flow at the throat. What is the flow rate for
upstream conditions at 20◦C and 1.0 MPa?

7.26. An impact tube is used to measure the Mach number of a certain airflow in a
wind tunnel. The static pressure is 3 psia, and the impact pressure at the probe is
116 kPa. What is the Mach number of the flow (γ = 1.4 for air)? If the free-stream
air temperature is −40◦C, what is the flow velocity?

7.27. A Pitot tube is used to measure the velocity of an airstream at 20◦C and 1.0 atm. If
the velocity is 2.5 m/s, what is the dynamic pressure in newtons per square meter?
What is the uncertainty of the velocity measurement if the dynamic pressure is
measured with a manometer having an uncertainty of 5 Pa?

7.28. A venturi is used to measure the flow of liquid Freon-12 at 20◦C. The throat
diameter is 1.2 cm and the inlet diameter is 2.4 cm. Calculate the pressure drop
reading if the throat Reynolds number is 105.

7.29. Repeat Prob. 7.28 for a concentric orifice with the same diameter ratio.

7.30. A flow rate of 1 kg/s of air at 30 atm and 20◦C is to be measured with a ven-
turi and an orifice. Select appropriate size devices and specify suitable pressure
instrumentation for each.

7.31. The flow rate in Prob. 7.30 is to be measured with a sonic nozzle. Calculate the
exit diameter of the nozzle.

7.32. A rotameter is to be used to measure the flow rate of liquid Freon-12 at 20◦C.
You have at your disposal several specially constructed bobs of varying densities.
What density would you select?

7.33. A test is to be conducted of the fuel economy of a certain automobile. The test
is to be conducted under road conditions at varying speeds. The manufacturer
states that the car will get 8.0 km/liter of fuel at a steady speed of 80 km/h. Select
appropriate flow-measurement device(s) and specify the necessary pressure and
temperature-measurement devices for a speed range of 30 to 90 km/h. Analyze
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your choice and estimate the uncertainties which may result in the final results of
fuel economy. Give alternate suggestions for the measurements and show what
result they would have on the uncertainty.

7.34. Water at 60◦C flows in a 7.5-cm-diameter pipe at a mean flow velocity of 8 m/s.
Calculate the flow rate in units of kg/s, lbm/min, gal/min, and liters/s.

7.35. Repeat Prob. 7.34 for liquid ammonia at 20◦C.

7.36. Air at 400 kPa and 40◦C flows in a circular tube having a diameter of 5.0 cm at
a rate such that the Reynolds number is 50,000. Calculate the flow rate in units
of kg/s, lbm/min, SCFM, cm3/s, and SCCM.

7.37. A venturi is to be used to measure the airflow in Prob. 7.36. What size ven-
turi would you use, and what would be its discharge coefficient and pressure
differential?

7.38. A sonic flow nozzle is used to measure a nitrogen flow of 0.5 kg/s at conditions
of 1.0 MPa and 100◦C. What area should be used? What upstream diameter pipe
would you recommend?

7.39. An open-ended stagnation pressure probe is inclined at a yaw angle of 20◦ with
the flow velocity. For airflow at 20 m/s, 1 atm, and 20◦C, what would be the
indicated pressure?

7.40. A Pitot tube with a yaw angle of 10◦ is used for the airflow in Prob. 7.39. What
would be the indicated stagnation and dynamic pressures? Express in units of Pa,
lbf/in2, and inH2O.

7.41. Water flows in a 5-in-diameter pipe at 20◦C with a mean flow velocity of 3 m/s. A
sharp-edged orifice with a diameter of 2.5 in is to be used to measure the flow rate.
What pressure differential would be indicated for a standard ASME installation?
Express in units of Pa, inH2O, and psia.

7.42. An impact tube is used with an airflow at 10◦C, 40 kPa, and a velocity of 700 m/s.
What pressure will be indicated by the probe?

7.43. A vortex-shedding flowmeter has a characteristic dimension of 3 mm and is used
to measure velocity in a region where the Reynolds number is 105. If a velocity
of 4 m/s is to be measured, what shedding frequency may be anticipated?

7.44. A venturi is constructed according to the specifications of Fig. 7.6 with throat
and upstream diameters of 1.0 and 0.5 in. What flow rates of water will be
measured when the performance of the meter lies in the flat portion of the curve
for discharge coefficient in Fig. 7.10? What will be the differential pressure for
a throat Reynolds number of 106?

7.45. An open-ended tube probe is oriented at an angle of 30◦ with the flow direction in
an airflow at 200 kPa and 50◦C. The air velocity is 20 m/s. Calculate the pressure
indicated by the probe.

7.46. A Pitot tube is exposed to the same flow stream as in Prob. 7.45 but is yawed
at an angle of 8◦ with the flow direction. What static, dynamic, and stagnation
pressures will be indicated by the probe? What error would result in the velocity
determination if these values were assumed to be at a zero yaw angle?
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7.47. An impact probe is exposed to an airflow stream at 0◦C, 20 kPa, and 600 m/s.
What pressure will be indicated by the probe at a zero yaw angle?

7.48. The venturi of Prob. 7.44 is calibrated by direct weighing of a quantity of water
over a 3-min interval. The time of weighing is accurate within +0.2 s and the
weight is accurate within 0.1 kg. For a throat Reynolds number of 106 with water
at 25◦C, determine the allowable uncertainty of the differential pressure mea-
surement such that the uncertainty in the discharge coefficient is +0.75 percent.
Assume a nominal discharge coefficient in accordance with Fig. 7.10.

7.49. A positive-displacement meter is used to measure the flow of methane (CH4)
at 20◦F and 0.95 atm. Temperature and pressure transducers are installed that
feed an electronic circuit, which then indicates the flow in standard cubic feet
per minute (ft3/min) for billing a customer. The meter itself senses actual vol-
ume flow. What factor must be multiplied by the actual volume flow to give
SCFM?

7.50. If the uncertainties in temperature and pressure for Prob. 7.49 are ±1.5◦F and
±2 kPa, respectively, what is the uncertainty of the billing if the actual volume
flow measurement is exact?

7.51. A sharp-edge orifice is used to measure the flow of water at 25◦C in a 1.5-in-
diameter tube. The orifice diameter is 0.75 in. Pressure taps are 1 diameter up-
stream and 1

2 diameter downstream. What pressure differential will be indicated
for an upstream Reynolds number of 10,000?

7.52. A Pitot tube uses a manometer readout with a fluid having a specific gravity of
0.82. The tube is oriented parallel to an airstream at 1 atm, 25◦C, having a velocity
of 30 m/s. The accuracy of the dynamic pressure measurement is±0.1 mm of the
height of the manometer fluid. The static pressure is assumed exact, but the static
temperature has an uncertainty of ±1.2◦C. Assuming that the nominal value of
the velocity is the value of 30 m/s, calculate the uncertainty in its determination.

7.53. A10◦-cone probe like that shown in Fig. 7.44 is used to measure the static pressure
in a flow at −40◦C and M = 0.8. The pressure indicated by the probe is 22 kPa.
What is the true free-stream pressure?

7.54. What pressure would be indicated by an open-ended tube that is oriented parallel
with the flow in Prob. 7.53?

7.55. A positive-displacement flowmeter is used to measure the flow of liquid Freon-
12 at 20◦C. A flow rate of 2.35 gal/min is indicated. What is the mass flow in
kg/s?

7.56. A sonic nozzle is to be used to measure the mass flow of nitrogen at low-velocity
upstream conditions of 50◦C and 800 kPa. The discharge coefficient is
0.97± 0.5 percent. The upstream pressure is measured with a transducer having
an upper range of 1 MPa and an uncertainty of ±1 percent of full scale. The
upstream temperature is measured with a thermocouple having an uncertainty
of ±1◦C. The nozzle has a throat diameter of 2 cm and discharges into a large
chamber maintained at a pressure of 100 kPa. Calculate the flow rate of nitrogen
in kg/s for these conditions and its uncertainty.
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7.57. Repeat Prob. 7.56 for upstream pressures of 220 and 400 kPa.

7.58. A Pitot tube is used to measure an airflow at 15 psia, 120◦F, and 100 ft/s. If it
is yawed at an angle of 10◦ with the flow direction, what static, dynamic, and
stagnation pressures will be indicated? If these values are used for a velocity
determination assuming a zero yaw angle, what percent error would result?

7.59. What pressure ratio would be indicated by Eq. (7.56) for M1 = 1.0? Is this what
would be expected?

7.60. An orifice is installed according to ASME specifications in a 5.0-cm-diameter
pipe. The diameter of the orifice is 2.5 cm and the pressure taps are one diameter
upstream and one-half diameter downstream.Amanometer is used to measure the
orifice pressure differential as 1932 mmH2O and the upstream pressure is mea-
sured as 400 kPa gage pressure with the local barometer reading as 750 mmHg.
The fluid is air at a temperature of 27◦C. Calculate the airflow rate in kg/s.

7.61. The orifice in Prob. 7.60 is used to measure the same airstream and the differential
pressure reading is observed as 190 mm with all other readings the same. What
is the airflow under these conditions?

7.62. Suppose the flow system in Probs. 7.60 and 7.61 is fluctuating such that the
differential pressure varies over a range of±12 mmH2O while the inlet pressure
fluctuates by±10 kPa. The temperature measurement is within±2◦C. Calculate
the resultant uncertainties in the flow rates expressed as a percent of the calculated
values.

7.63. The airflow system in Prob. 7.60 is measured with a venturi having like dimen-
sions as the orifice, i.e., the same pipe diameter and throat diameter. Calculate
the flow rate in kg/s for the same pressure and temperature measurements as in
Prob. 7.60.

7.64. Repeat Prob. 7.63 for the conditions of Prob. 7.60.

7.65. Estimate the permanent pressure loss for the systems in Probs. 7.60, 7.61, 7.63,
and 7.64.

7.66. Calculate the percent uncertainty in flow rate for the venturi measurements in
Prob. 7.63 using the same uncertainties in the pressure and temperature measure-
ments as in Prob. 7.62.

7.67. The uncertainty of the dynamic pressure measurement in Example 7.11 is es-
timated as ±0.03 inH2O and the uncertainty of the radial position determi-
nation is estimated as ±0.03 in. Calculate the resultant percent uncertainty in
the volumetric flow rate calculation for the flow element represented by index
i = 3.

7.68. Repeat Prob. 7.67 for index i = 4. What do you conclude?

7.69. The calibration curve for the turbine flowmeter shown in Fig. 7.18 indicates linear
response within ±0.5 percent over a rather wide range. A proposal is made to
improve the calibration and eventual flow readout by fitting a polynomial relation
to the calibration points and then inserting the resulting expression as a software
adjustment for the computer readout. Using data correlation software available to
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you, obtain second-, third-, and fourth-degree polynomial fits to the data points
shown and state recommendations for use.

7.70. Obtain a second-degree polynomial relationship between the orifice flow coeffi-
cient MC and Reynolds number for β = 0.5.

7.71. Fit a second-degree polynomial for the discharge coefficient C of Fig. 7.10 as
a function of Reynolds number for 1/2× 1/4 and 1× 1/2 in venturis. Perform
the fit for 5000 < Re < 100,000. Use available computer software to perform a
least-square calculation. Also calculate the value of r2 for both relations.

7.72. A laminar flowmeter is to be designed for use with air and the Reynolds number
in the flow channels is to be set at Re= 100. The permanent pressure drop is to
be the same as for the orifice of Probs. 7.60 and 7.61 for the corresponding mass
flow rates calculated in these problems. Obtain a relationship between L and d

for the laminar flowmeter for each of the flow rates.

7.73. Is it possible to accommodate both flow rates in Prob. 7.72 with one L/d relation?
What conditions would be necessary for such a design?

7.74. Arotameter is used for an airflow measurement at conditions of 10◦C and 400 kPa
gage pressure. The local barometer reads 750 mmHg and the rotameter is rated
at 100 liters/min (full scale) at standard conditions of 1 atm and 20◦C. Calculate
the mass flow of air for a reading of 50 percent of full scale.

7.75. A turbine flowmeter having a calibration curve that matches Fig. 7.18 is placed in
operation to measure a nominal flow rate of water of 3.0 gpm at 70◦F. Determine
the allowable deviations from the nominal flow rate such that the value of the
flow constant K deviates ±0.4 percent.

7.76. Calculate the dynamic pressure measured by a Pitot tube in an airflow at 2 atm,
20◦C with a flow velocity of 10 m/s.

7.77. The small venturi of Prob. 7.22 is used to measure the flow rate of air at 10 atm
and 40◦C. If the throat pressure is measured as 800 kPa, calculate the flow rate
in kg/s.

7.78. A rotameter is available with several bobs of variable densities. If the meter will
be used for measuring the flow of liquid ammonia at 20◦C, what density of bob
would you select?

7.79. An airflow of about 1.5 kg/s at 20 atm and 50◦C (stagnation conditions) is to be
measured using a sonic nozzle. What exit diameter should be designed for the
nozzle?

7.80. Air at 500 kPa and 50◦C flows in a circular tube having a diameter of 5.0 cm.
The Reynolds number for the flow is 50,000. Suppose a venturi is to be used
to measure the flow rate. Determine the size of the venturi and the differential
pressure reading that may be expected.

7.81. The characteristic dimension for a vortex shedding flowmeter is 4.0 mm in a
region of the flow where the Reynolds number is 1.1 × 105. What shedding
frequency may be anticipated for measurement of a velocity of 3.9 m/s?
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7.82. An open-ended tube-probe is installed in an airstream at M = 0.75 and −35◦C.
The probe is oriented parallel to the flow stream. The pressure of the airstream
is 33 kPa. What pressure will be indicated by the probe?
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c h a p t e r

8
The Measurement of Temperature

8.1 Introduction

To most people, temperature is an intuitive concept that tells whether a body is “hot”
or “cold.” In the exposition of the second law of thermodynamics temperature is
related to heat, for it is known that heat flows only from a high temperature to a low
temperature, in the absence of other effects. In the kinetic theory of gases and statistical
thermodynamics it is shown that temperature is related to the average kinetic energy of
the molecules of an ideal gas. Further extensions of statistical thermodynamics show
the relationship between temperature and the energy levels in liquids and solids. We
shall not be able to discuss the many theoretical aspects of the concept of temperature
but may only note that it is important in every branch of physical science; hence, the
experimental engineer should be familiar with the methods employed in temperature
measurement. Detailed discussions of the thermodynamic meaning of temperature
are given in Refs. [8], [9], [10], [12], and [18].

Since pressure, volume, electrical resistance, expansion coefficients, and so forth,
are all related to temperature through the fundamental molecular structure, they
change with temperature, and these changes can be used to measure temperature.
Calibration may be achieved through comparison with established standards, as dis-
cussed in Chap. 2. The International Temperature Scale serves to define temperature
in terms of observable characteristics of materials. A discussion of standards and
calibration methods is given in Ref. [14].

8.2 Temperature Scales

The two temperature scales are the Fahrenheit and Celsius scales. These scales are
based on a specification of the number of increments between the freezing point
and boiling point of water at standard atmospheric pressure. The Celsius scale has
100 units between these points, while the Fahrenheit scale has 180 units. The absolute
Celsius scale is called the Kelvin scale, while the absolute Fahrenheit scale is termed
the Rankine scale. Both absolute scales are so defined that they will correspond as

381
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Figure 8.1 Relationship between Fahrenheit and Celsius temperature scales.

closely as possible with the absolute thermodynamic temperature scale. The zero
points on both absolute scales represent the same physical state, and the ratio of two
values is the same, regardless of the absolute scale used; i.e.,(

T2

T1

)
Rankine

=
(

T2

T1

)
Kelvin

[8.1]

The boiling point of water at 1 atm is arbitrarily taken as 100◦ on the Celsius scale
and 212◦ on the Fahrenheit scale. The relationship between the scales is indicated in
Fig. 8.1. It is evident that the following relations apply:

◦F = 32.0+ 9
5
◦C [8.2a]

◦R = 9
5 K [8.2b]

8.3 The Ideal-Gas Thermometer

The behavior of an ideal gas at low pressures furnishes the basis for a temperature-
measurement device that may serve as a secondary experimental standard. The
ideal-gas equation of state is

pV = mRT [8.3]

where V is the volume occupied by the gas, m is the mass, and R is the gas constant
for the particular gas, given by

R = �
M
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Figure 8.2 Schematic of ideal-gas thermometer.
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Figure 8.3 Results of measurements with ideal-gas thermometer.

where � is the universal gas constant, having a value of 8314.5 J/kg ·mol ·K, and
M is the molecular weight of the gas. For the gas thermometer a fixed volume is filled
with gas and exposed to the temperature to be measured, as shown in Fig. 8.2. At
the temperature T the gas-system pressure is measured. Next, the volume is exposed
to a standard reference temperature (as discussed in Sec. 2.4), and the pressure is
measured under these conditions. According to Eq. (8.3), at constant volume

T = Tref

(
p

p ref

)
const vol

[8.4]

Now, suppose that some of the gas is removed from the volume and the pressure
measurements are repeated. In general, there will be a slight difference in the pressure
ratio in Eq. (8.4) as the quantity of gas is varied. However, regardless of the gas used,
the series of measurements may be repeated and the results plotted as in Fig. 8.3.
When the curve is extrapolated to zero pressure, the true temperature as defined by
the ideal-gas equation of state will be obtained. A gas thermometer may be used to
measure temperatures as low as 1 K by extrapolation.
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8.4 Temperature Measurement

by Mechanical Effects

Several temperature-measurement devices may be classified as mechanically opera-
tive. In this sense we shall be concerned with those devices operating on the basis of
a change in mechanical dimension with a change in temperature.

The liquid-in-glass thermometer is one of the most common types of temperature-
measurement devices. The construction details of such an instrument are shown in
Fig. 8.4. A relatively large bulb at the lower portion of the thermometer holds the
major portion of the liquid, which expands when heated and rises in the capillary
tube, upon which are etched appropriate scale markings. At the top of the capillary
tube another bulb is placed to provide a safety feature in case the temperature range
of the thermometer is inadvertently exceeded. Alcohol and mercury are the most
commonly used liquids. Alcohol has the advantage that it has a higher coefficient of
expansion than mercury, but it is limited to low-temperature measurements because
it tends to boil away at high temperatures. Mercury cannot be used below its freezing
point of −38.78◦F (−37.8◦C). The size of the capillary depends on the size of the
sensing bulb, the liquid, and the desired temperature range for the thermometer.

In operation, the bulb of the liquid-in-glass thermometer is exposed to the envi-
ronment whose temperature is to be measured. A rise in temperature causes the liquid

Temperature-
sensing bulb

Stem

Capillary tube

Safety bulb

Figure 8.4 Schematic of a mercury-in-glass thermometer.
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to expand in the bulb and rise in the capillary, thereby indicating the temperature. It is
important to note that the expansion registered by the thermometer is the difference
between the expansion of the liquid and the expansion of the glass. The difference is
a function not only of the heat transfer to the bulb from the environment, but also of
the heat conducted into the bulb from the stem; the more the stem conduction relative
to the heat transfer from the environment, the larger the error. To account for such
conduction effects the thermometer is usually calibrated for a certain specified depth
of immersion. High-grade mercury-in-glass thermometers have the temperature scale
markings engraved on the glass along with a mark which designates the proper depth
of immersion. Very precise mercury-in-glass thermometers may be obtained from
NIST with calibration information for each thermometer. With proper use these ther-
mometers may achieve accuracies of±0.05◦C and can serve as calibration standards
for other temperature-measurement devices.

Mercury-in-glass thermometers are generally applicable up to about 600◦F
(315◦C), but their range may be extended to 1000◦F (538◦C) by filling the space
above the mercury with a gas like nitrogen. This increases the pressure on the mer-
cury, raises its boiling point, and thereby permits the use of the thermometer at higher
temperatures.

A very widely used method of temperature measurement is the bimetallic strip.
Two pieces of metal with different coefficients of thermal expansion are bonded
together to form the device shown in Fig. 8.5. When the strip is subjected to a tem-
perature higher than the bonding temperature, it will bend in one direction; when it
is subjected to a temperature lower than the bonding temperature, it will bend in the
other direction. Eskin and Fritze [3] have given calculation methods for bimetallic
strips. The radius of curvature r may be calculated as

r = t{3(1+m)2 + (1+mn)[m2 + (1/mn)]}
6(α2 − α1)(T − T0)(1+m)2

[8.5]

where t = combined thickness of the bonded strip, m or ft
m = ratio of thicknesses of low- to high-expansion materials
n = ratio of moduli of elasticity of low- to high-expansion materials

α1 = lower coefficient of expansion, per ◦C
α2 = higher coefficient of expansion, per ◦C
T = temperature, ◦C
T0 = initial bonding temperature, ◦C

t

r

Figure 8.5 The bimetallic strip.
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Table 8.1 Mechanical properties of some commonly used thermal
materials

Thermal Coefficient
of Expansion

Material Per ◦C

Modulus of Elasticity

psi GN/m2

Invar 1.7× 10−6 21.4× 106 147
Yellow brass 2.02× 10−5 14.0× 106 96.5
Monel 400 1.35× 10−5 26.0× 106 179
Inconel 702 1.25× 10−5 31.5× 106 217
Stainless-steel type 316 1.6× 10−5 28× 106 193

The thermal-expansion coefficients for some commonly used materials are given in
Table 8.1.

Bimetallic strips are frequently used in simple on-off temperature-control devices
(thermostats). Movement of the strip has sufficient force to trip control switches
for various devices. The bimetallic strip has the advantages of low-cost, negligible
maintenance expense, and stable operation over extended periods of time. Alternate
methods of construction can use a coiled strip to drive a dial indicator for temperatures.

Example 8.1 CURVATURE AND DEFLECTION OF BIMETALLIC STRIP. A bimetallic strip is con-
structed of strips of yellow brass and Invar bonded together at 30◦C. Each has a thickness of
0.3 mm. Calculate the radius of curvature when a 6.0-cm strip is subjected to a temperature of
100◦C.

Solution

We use Eq. (8.5) with properties from Table 8.1.

T − T0 = 100− 30 = 70◦C

m = 1.0

n = 147

96.5
= 1.52

α1 = 1.7× 10−6◦C−1 α2 = 2.02× 10−5◦C−1

t = (2)(0.3× 10−3) = 0.6× 10−3 m

Thus, r = (0.6× 10−3)[(3)(2)2 + (1+ 1.52)(1+ 1/1.52)]

6(2.02− 0.17)(10−5)(70)(2)2

= 0.132 m

From Fig. 8.5 we observe that the angle through which the strip is deflected is related to
the strip length L and radius of curvature by

L = rθ

where we assume the increase in length due to thermal expansion is small. Thus,

θ = 0.06

0.132
= 0.454 rad = 26.04◦
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L

y

r

�

d � y sin �

Figure Example 8.1

as indicated in the accompanying figure; the straight-line segment joining the ends of the strip
has a length y of

y = 2r sin
θ

2
= (2)(0.132) sin 13.02

= 0.0595 m

The deflection d is related to y by

d = y sin θ = (0.0595) sin 26.04 = 0.0261 m

or a very substantial deflection.

Fluid-expansion thermometers represent one of the most economical, versatile, and
widely used devices for industrial temperature-measurement applications. The prin-
ciple of operation is indicated in Fig. 8.6. A bulb containing a liquid, gas, or vapor
is immersed in the environment. The bulb is connected by means of a capillary tube

Vapor

Liquid

Capillary tube

Bourdon
pressure

gage

Figure 8.6 Fluid-expansion thermometer.
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to some type of pressure-measuring device, such as the bourdon gage shown. An
increase in temperature causes the liquid or gas to expand, thereby increasing the
pressure on the gage; the pressure is thus taken as an indication of the temperature.
The entire system consisting of the bulb, capillary, and gage may be calibrated di-
rectly. It is clear that the temperature of the capillary tube may influence the reading
of the device because some of the volume of fluid is contained therein. If an equilib-
rium mixture of liquid and vapor is used in the bulb, however, this problem may be
alleviated, provided that the bulb temperature is always higher than the capillary-tube
temperature. In this circumstance the fluid in the capillary will always be in a sub-
cooled liquid state, while the pressure will be uniquely specified for each temperature
in the equilibrium mixture contained in the bulb.

Capillary tubes as long as 200 ft (60 m) may be used with fluid-expansion ther-
mometers. The transient response is primarily dependent on the bulb size and the
thermal properties of the enclosed fluid. The highest response may be achieved by
using a small bulb connected to some type of electric-pressure transducer through
a short capillary. Fluid-expansion thermometers are usually low in cost, stable in
operation, and accurate within ±1◦C.

8.5 Temperature Measurement

by Electrical Effects

Electrical methods of temperature measurement are very convenient because they
furnish a signal that is easily detected, amplified, or used for control purposes. In
addition, they are usually quite accurate when properly calibrated and compensated.

Electrical-Resistance Thermometer, or Resistance

Temperature Detector (RTD)

One quite accurate method of temperature measurement is the electrical-resistance
thermometer. It consists of some type of resistive element, which is exposed to the
temperature to be measured. The temperature is indicated through a measurement
of the change in resistance of the element. Several types of materials may be used
as resistive elements, and their characteristics are given in Table 8.2. The linear
temperature coefficient of resistance α is defined by

α = R2 − R1

R1(T2 − T1)
[8.6]

where R2 and R1 are the resistances of the material at temperatures T2 and T1, respec-
tively. The relationship in Eq. (8.6) is usually applied over a narrow temperature range
such that the variation of resistance with temperature approximates a linear relation.
For wider temperature ranges the resistance of the material is usually expressed by a
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Table 8.2 Resistance-temperature coefficients and resistivity at 20◦C1

Substance α (◦C−1) ρ (μΩ · cm)
Nickel 0.0067 6.85
Iron (alloy) 0.002 to 0.006 10
Tungsten 0.0048 5.65
Aluminum 0.0045 2.65
Copper 0.0043 1.67
Lead 0.0042 20.6
Silver 0.0041 1.59
Gold 0.004 2.35
Platinum 0.00392 10.5
Mercury 0.00099 98.4
Manganin ±0.00002 44
Carbon −0.0007 1400
Electrolytes −0.02 to −0.09 Variable
Semiconductor (thermistors) −0.068 to +0.14 109

1According to Lion [6].

quadratic relation

R = R0(1+ aT + bT 2) [8.7]

where R = resistance at temperature T

R0 = resistance at reference temperature T0

a, b = experimentally determined constants

Various methods are employed for construction of resistance thermometers, de-
pending on the application. In all cases care must be taken to ensure that the resistance
wire is free of mechanical stresses and so mounted that moisture cannot come in con-
tact with the wire and influence the measurement.

One construction technique involves winding the platinum on a glass or ceramic
bobbin followed by sealing with molten glass. This technique protects the platinum
RTD element but is subject to stress variations over wide temperature ranges.
Stress-relief techniques can alleviate the problem so that the element may be used for
temperature measurements within ±0.1◦C.

RTD sensors may also be constructed by depositing a platinum or metal-glass
slurry on a ceramic substrate. The film can then be etched and sealed to form the resis-
tance element. This process is less expensive than the mechanical-winding ceramic
but is not as accurate. The thin-film sensor does offer the advantage of low mass and
therefore more rapid thermal response (see Sec. 8.8) and less chance of conduction
error (Sec. 8.7).

The resistance measurement may be performed with some type of bridge circuit,
as described in Chap. 4. For steady-state measurements a null condition will suffice,
while transient measurements will usually require the use of a deflection bridge.
One of the primary sources of error in the electrical-resistance thermometer is the
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Figure 8.7 Methods of correcting for lead resistance with electrical-resistance
thermometer. (a) Siemen’s three-lead arrangement; (b) Callender four-lead
arrangement; (c) floating-potential arrangement. Power connections made at
A and B.

effect of the resistance of the leads which connect the element to the bridge circuit.
Several arrangements may be used to correct for this effect, as shown in Fig. 8.7.
The Siemen’s three-lead arrangement is the simplest type of corrective circuit. At
balance conditions the center lead carries no current, and the effect of the resistance
of the other two leads is canceled out. The Callender four-lead arrangement solves
the problem by inserting two additional lead wires in the adjustable leg of the bridge
so that the effect of the lead wires on the resistance thermometer is canceled out. The
floating-potential arrangement in Fig. 8.7c is the same as the Siemen’s connection,
but an extra lead is inserted. This extra lead may be used to check the equality of lead
resistance. The thermometer reading may be taken in the position shown, followed
by additional readings with the two right and left leads interchanged, respectively.
Through this interchange procedure the best average reading may be obtained and
the lead error minimized.

Practical problems which are encountered with RTDs involve lead error and rela-
tively bulky size which sometimes give rise to poor transient response and conduction
error discussed in Secs. 8.7 and 8.8. The RTD also has a relatively fragile construc-
tion. Because a current must be fed to the RTD for the bridge measurement, there is
the possibility of self-heating (i2R in the element) which may alter the temperature
of the element. The importance one must assign to this effect depends on the thermal
communication between the RTD and the medium whose temperature is to be mea-
sured. For measurement of the temperature of a block of metal the communication is
good, while for an air temperature measurement the communication is poor. In still
air the error due to self-heating is about 1

2
◦
C per milliwatt.
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8.5 Temperature Measurement by Electrical Effects 391

Example 8.2SENSITIVITY OF PLATINUM RESISTANCE THERMOMETER. Aplatinum resistance
thermometer is used at room temperature. Assuming a linear temperature variation with resis-
tance, calculate the sensitivity of the thermometer in ohms per degrees Fahrenheit.

Solution

The meaning of a linear variation of resistance with temperature is

R = R0[1+ α(T − T0)]

where R0 is the resistance at the reference temperature T0. The sensitivity is thus

S = dR

dT
= αR0

R0 depends on the length and size of the resistance wire. At room temperature α=
0.00392◦C−1 = 0.00318◦F−1 for platinum.

Thermistors

The thermistor is a semiconductor device that has a negative temperature coefficient
of resistance, in contrast to the positive coefficient displayed by most metals. Fur-
thermore, the resistance follows an exponential variation with temperature instead of
a polynomial relation like Eq. (8.7). Thus, for a thermistor

R = R0 exp

[
β

(
1

T
− 1

T0

)]
[8.8]

where R0 is the resistance at the reference temperature T0 and β is an experimentally
determined constant. The numerical value of β varies between 3500 and 4600 K,
depending on the thermistor material and temperature. The resistivities of three ther-
mistor materials as compared with platinum are given in Fig. 8.8 according to Ref. [1].
A typical static voltage-current curve is shown in Fig. 8.9, while a typical set of tran-
sient voltage-current characteristics is illustrated in Fig. 8.10. The numbers on the
curve in Fig. 8.9 designate the degrees Celsius rise in temperature above ambient
temperature for the particular thermistor.

The thermistor is a very sensitive device, and consistent performance within
0.01◦C may be anticipated with proper calibration. A rather nice feature of the ther-
mistor is that it may be used for temperature compensation of electric circuits. This is
possible because of the negative temperature characteristic that it exhibits so that it can
be used to counteract the increase in resistance of a circuit with a temperature increase.

We have noted that the thermistor is an extremely sensitive device because its
resistance changes so rapidly with temperature; however, it has the disadvantage of
highly nonlinear behavior. This is not a particularly severe problem because data
acquisition systems can employ firmware computing programs to provide a direct
temperature readout from the resistance measurement.

Because the resistance of the thermistor is so high, the error due to lead resistance
is small compared to that for the RTD, and four-wire leads are usually not required.

hol29303_ch08_381-446.pdf   11hol29303_ch08_381-446.pdf   11 8/12/2011   3:23:53 PM8/12/2011   3:23:53 PM



392 C H A P T E R 8 • The Measurement of Temperature

�100 100
10�6

10�4

10�2

100

102

104

106

108

0

1
3

2

200

Temperature, �C

Sp
ec

if
ic

 r
es

is
ta

nc
e,

 �
 .  

cm

300 400

Platinum
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Figure 8.9 Static voltage-current curve for a typical thermistor,
according to Ref. [1].
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A � 1 �
R2
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Figure 8.11 Bridge amplifier circuit, according to Ref. [24].

In addition, the high resistance of the thermistor means that smaller currents are
required for the measurement, and thus errors due to self-heating are very small.

The thermistor is a semiconductor device and therefore is subject to deterioration
at high temperatures; for this reason they are limited to temperature measurements
below about 300◦C.

A bridge amplifier circuit which may be employed with resistance-thermometer
or thermistor devices is shown in Fig. 8.11. In this arrangement RT is the resistance
of the thermometer and is expressed as

RT = Rx = �R
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394 C H A P T E R 8 • The Measurement of Temperature

For linear operation we must have RT � R1 and RB is approximately R1/10. The
amplifier voltage gain is A = 1+R2/R1. If these conditions are satisfied, the output
voltage can be expressed as

vo = Avbα�T

4
[8.9]

where α is the temperature coefficient of resistance and �T is the temperature differ-
ence from balanced conditions, i.e., from �R = 0.

Example 8.3 THERMISTOR SENSITIVITY. Calculate the temperature sensitivity for thermistor No. 1
in Fig. 8.8 at 100◦C. Express the result in ohm-centimeters per degree Celsius. Takeβ = 4120 K
at 100◦C.

Solution

The sensitivity is obtained by differentiating Eq. (8.8).

S = dR

dT
= R0 exp

[
β

(
1

T
− 1

T0

)](−β

T 2

)

We wish to express the result in resistivity units; thus, the resistivity at 100◦C is inserted for
R0. Also,

T = T0 = 100◦C = 373 K

so that S = −ρ100◦C
4120

(373)2

= − (110)(4120)

(373)2
= −3.26 � · cm/◦C

Thermoelectric Effects (Thermocouples)

The most common electrical method of temperature measurement uses the thermo-
couple. When two dissimilar metals are joined together as in Fig. 8.12, an emf will
exist between the two points A and B, which is primarily a function of the junction

Junction

External
circuit

Material (2)

Material (1)

T

A

B

i

Figure 8.12 Junction of two dissimilar metals indicating thermoelectric effect.
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8.5 Temperature Measurement by Electrical Effects 395

temperature. This phenomenon is called the Seebeck effect. If the two materials are
connected to an external circuit in such a way that a current is drawn, the emf may
be altered slightly owing to a phenomenon called the Peltier effect. Further, if a
temperature gradient exists along either or both of the materials, the junction emf
may undergo an additional slight alteration. This is called the Thomson effect. There
are, then, three emfs present in a thermoelectric circuit: the Seebeck emf, caused
by the junction of dissimilar metals; the Peltier emf, caused by a current flow in
the circuit; and the Thomson emf, which results from a temperature gradient in the
materials. The Seebeck emf is of prime concern since it is dependent on junction
temperature. If the emf generated at the junction of two dissimilar metals is carefully
measured as a function of temperature, then such a junction may be utilized for the
measurement of temperature. The main problem arises when one attempts to measure
the potential. When the two dissimilar materials are connected to a measuring device,
there will be another thermal emf generated at the junction of the materials and the
connecting wires to the voltage-measuring instrument. This emf will be dependent
on the temperature of the connection, and provision must be made to take account of
this additional potential.

Two rules are available for analysis of thermoelectric circuits:

1. If a third metal is connected in the circuit as shown in Fig. 8.13, the net emf of the
circuit is not affected as long as the new connections are at the same temperature.
This statement may be proved with the aid of the second law of thermodynamics
and is known as the law of intermediate metals.

2. Consider the arrangements shown in Fig. 8.14. The simple thermocouple circuits
are constructed of the same materials but operate between different temperature

A

B

D

C

Material (1)

Material (2)

Material (3)

TC

TC � TD

TD

Figure 8.13 Influence of a third metal in a thermoelectric circuit; law of intermediate
metals.

T1 T2

E1

T2 T3

E2

T1 T3

E3 � E1 � E2

(a) (b) (c)

Figure 8.14 Circuits illustrating the law of intermediate temperatures.
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limits. The circuit in Fig. 8.14a develops an emf of E1 between temperatures T1

and T2; the circuit in Fig. 8.14b develops an emf of E2 between temperatures T2

and T3. The law of intermediate temperatures states that this same circuit will
develop an emf of E3 = E1 + E2 when operating between temperatures T1 and
T3, as shown in Fig. 8.14c.

It may be observed that all thermocouple circuits must involve at least two junc-
tions. If the temperature of one junction is known, then the temperature of the other
junction may be easily calculated using the thermoelectric properties of the materials.
The known temperature is called the reference temperature. A common arrangement
for establishing the reference temperature is the ice bath shown in Fig. 8.15. An
equilibrium mixture of ice and air-saturated distilled water at standard atmospheric
pressure produces a known temperature of 32◦F. When the mixture is contained in a
Dewar flask, it may be maintained for extended periods of time. Note that the arrange-
ment in Fig. 8.15a maintains both thermocouple wires at a reference temperature of
32◦F, whereas the arrangement in Fig. 8.15b maintains only one at the reference

T

Constantan Copper

Copper

Voltage-
measurement

device

Ice-water
mixture

Iron

(a)

T

Constantan

Constantan

Voltage-
measurement

device

Ice-water
mixture

Iron

(b)

Figure 8.15 Conventional methods for establishing reference temperature in
thermocouple circuit. Iron-constantan thermocouple illustrated.
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8.5 Temperature Measurement by Electrical Effects 397

temperature. The system in Fig. 8.15a would be necessary if the binding posts at the
voltage-measuring instrument were at different temperatures, while the connection
in Fig. 8.15b would be satisfactory if the binding posts were at the same temperature.
To be effective the measurement junctions in Fig. 8.15a must be of the same material.

It is common to express the thermoelectric emf in terms of the potential generated
with a reference junction at 32◦F (0◦C). Standard thermocouple tables have been
prepared on this basis, and a summary of the output characteristics of the most common
thermocouple combinations is given in Table 8.3. These data are shown graphically
in Fig. 8.16. The output voltage E of a simple thermocouple circuit is usually written
in the form

E = AT + 1
2BT 2 + 1

3CT 3 [8.10]

where T is the temperature in degrees Celsius and E is based on a reference junction
temperature of 0◦C. The constants A, B, and C are dependent on the thermocouple
material. Powell [19] gives an extensive discussion of the manufacture of materials

Table 8.3a Thermal emf in absolute millivolts for commonly used thermocouple combinations, according to ITS(90)
(Reference junction of 0◦C)1

Platinum vs.
Temperature, Copper vs. Chromel vs. Iron vs. Chromel vs. Platinum–10% Nicosil vs.

◦C Constantan (T) Constantan (E) Constantan (J) Alumel (K) Rhodium (S) Nisil (N)

−150 −4.648 −7.279 −6.500 −4.913 −1.530
−100 −3.379 −5.237 −4.633 −3.554 −1.222
−50 −1.819 −2.787 −2.431 −1.889 −0.236 −0.698
−25 −0.940 −1.432 −1.239 −0.968 −0.127 −0.368

0 0 0 0 0 0 0
25 0.992 1.495 1.277 1.000 0.143 0.402
50 2.036 3.048 2.585 2.023 0.299 0.836
75 3.132 4.657 3.918 3.059 0.467 1.297

100 4.279 6.319 5.269 4.096 0.646 1.785
150 6.704 9.789 8.010 6.138 1.029 2.826
200 9.288 13.421 10.779 8.139 1.441 3.943
300 14.862 21.036 16.327 12.209 2.323 6.348
400 20.872 28.946 21.848 16.397 3.259 8.919
500 37.005 27.393 20.644 4.233 11.603
600 45.093 33.102 24.906 5.239 14.370
800 61.017 45.494 33.275 7.345 20.094

1000 76.373 57.953 41.276 9.587 26.046
1200 69.553 48.838 11.951 32.144
1500 15.582
1750 18.503

1Composition of Thermocouple Alloys:
Alumel: 94% nickel, 3% manganese, 2% aluminum, 1% silicon
Chromel: 90% nickel, 10% chromium
Constantan: 55% copper, 45% nickel
Nicosil: 84% nickel, 14% chromium, 1.5% silicon
Nisil: 95% nickel, 4.5% silicon, 0.1% Mg
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Table 8.3b Error limits for commercial thermocouples

Type
Thermocouple Error, Standard Grade∗ Error, Special Grade∗

E 1.7◦C or 0.5% above 0◦C 1.0◦C or 0.4%
J 2.2◦C or 0.75% above 0◦C 1.1◦C or 0.4%
K 2.2◦C or 0.75% above 0◦C 1.1◦C or 0.4%
N 2.2◦C or 0.75% above 0◦C 1.1◦C or 0.4%
R 1.5◦C or 0.25 0.6◦C or 0.1%
S 1.5◦C or 0.25% 0.6◦C or 0.1%
T 1.0◦C or 0.75% above 0◦C 0.5◦C or 0.4%

∗Whichever is greater.

Table 8.3c Properties of common thermocouple materials

Temperature
Thermal Electric Coefficient of
Conductivity, Specific Heat, Density, Resistivity, Expansion, Melting

Material W/M · ◦C kJ/kg · ◦C kg/m3 μΩ · cm ◦C−1× 106 Point, ◦C

Alumel 29.8 0.52 8600 29 12 1400
Constantan 21.7 0.39 8900 49 −0.1 1220
Chromel 19.2 0.45 8700 70 13 1450
Copper 377 0.385 8900 1.56 17 1080
Iron 68 0.45 7900 8.6 12 1490
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Figure 8.16 Emf temperature relations for thermocouple materials, positive electrode listed first.
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8.5 Temperature Measurement by Electrical Effects 399

Table 8.4 Thermoelectric sensitivity S = dE/dT of thermoelement made of
materials listed against platinum, μV◦C−1∗
(Reference junction kept at a temperature of 0◦C)

Bismuth −72 Silver 6.5
Constantan −35 Copper 6.5
Nickel −15 Gold 6.5
Potassium −9 Tungsten 7.5
Sodium −2 Cadmium 7.5
Platinum 0 Iron 18.5
Mercury 0.6 Nichrome 25
Carbon 3 Antimony 47
Aluminum 3.5 Germanium 300
Lead 4 Silicon 440
Tantalum 4.5 Tellurium 550
Rhodium 6 Selenium 900

∗According to Lion [6].

for thermocouple use, inhomogeneity ranges, and power series relationships for ther-
moelectric voltages of various standard thermocouples. The NIST publication which
gives these data is Ref. [23].

The sensitivity, or thermoelectric power, of a thermocouple is given by

S = dE

dT
= A+ BT + CT 2 [8.11]

Table 8.4 gives the approximate values of the sensitivity of various materials relative
to platinum at 0◦C. A summary of the operating range and characteristics of the most
common thermocouple materials is given in Figs. 8.16 and 8.17.

If computer processing of thermocouple data is to be performed, the power-series
relations like Eq. (8.10) or the extensive collection in Refs. [14] and [23] will certainly
be of value. But a firm word of caution must be given here. When one buys a roll
of commercial thermocouple wire, there are different grades available (at different
prices, of course). Precision-grade wire will usually follow the NISTtables by±0.5◦C.
A “commercial” grade might not be better than ±2◦F. Therefore, the experimentalist
should not be lulled into security by a 10-digit computer printout based on the NIST
equations. If better precision is required, samples of the thermocouple wire should be
calibrated directly against known temperature standards as discussed in Chap. 2. The
individual can then use this calibration data to determine the constants in Eq. (8.10).
For precise data analysis it is the specific calibration which must be employed for
calculations. The typical error limits for commercial grades of thermocouple wires
are given in Table 8.3b [25]. Table 8.3c gives some of the physical properties of the
more common thermocouple materials. These properties are useful in calculation of
heat-transfer effects as described in Sec. 8.7.

The need for precise calibration is particularly acute when two thermocouples
are used for a small-differential temperature measurement. For example, suppose
two “precision” thermocouples having an uncertainty of ±1◦F each are used for
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Figure 8.17 Summary of operating range of thermocouples. See also Fig. 8.16.

a temperature difference measurement of 10◦F. Using the uncertainty analysis of
Chap. 3 the uncertainty in the temperature difference would be

w(�T) = [(1)2 + (1)2]1/2 = 1.414◦F

or 14 percent! We must note that if both thermocouples come from the same roll,

hol29303_ch08_381-446.pdf   20hol29303_ch08_381-446.pdf   20 8/12/2011   3:23:54 PM8/12/2011   3:23:54 PM



8.5 Temperature Measurement by Electrical Effects 401

Table 8.5 Polynomial coefficients for Eq. (8.12) for several standard thermocouple combinations

Type E Type J Type K Type R Type S Type T

Chromel(+) Iron(+) Chromel(+) Platinum-13% Platinum-10% Copper(+)
vs. Constantan(−) vs. Constantan(−) vs. Nickel-5%(−) Rhodium(+) vs. Rhodium(+) vs. vs. Constantan(−)

(Aluminum Silicon) Platinum(−) Platinum(−)
−100◦C to 1000◦C∗ 0◦C to 760◦C∗ 0◦C to 1370◦C∗ 0◦C to 1000◦C∗ 0◦C to 1750◦C∗ −160◦C to 400◦C∗
±0.5◦C ±0.1◦C ±0.7◦C ±0.5◦C ±1◦C ±0.5◦C
9th Order 5th Order 8th Order 8th Order 9th Order 7th Order

a0 0.104967248 −0.048868252 0.226584602 0.263632917 0.927763167 0.100860910
a1 17189.45282 19873.14503 24152.10900 179075.491 169526.5150 25727.94369
a2 −282639.0850 −218614.5353 67233.4248 −48840341.37 −31568363.94 −767345.8295
a3 12695339.5 11569199.78 2210340.682 1.90002E+ 10 8990730663 78025595.81
a4 −448703084.6 −264917531.4 −860963914.9 −4.82704E+ 12 −1.63565E+ 12 −9247486589
a5 1.10866E+ 10 2018441314 4.83506E+ 10 7.62091E+ 14 1.88027E+ 14 6.97688E+ 11
a6 −1.76807E+ 11 −1.18452E+ 12 −7.20026E+ 16 −1.37241E+ 1 −2.66192E+ 13
a7 1.71842E+ 12 1.38690E+ 13 3.71496E+ 18 6.17501E+ 17 3.94078E+ 14
a8 −9.19278E+ 12 −6.33708E+ 13 −8.03104E+ 19 −1.56105E+ 19
a9 2.06132E+ 13 1.69535E+ 20

they should have essentially the same characteristics, and this result would be highly
unlikely. Also, the accuracy of the thermocouples for a direct temperature-difference
measurement will be much better than for an absolute temperature measurement.

For those persons wishing to design software to calculate temperatures from
thermocouple voltages, a ninth-order polynomial can be used in the form

T = a0 + a1x+ a2x
2 + · · · + a9x

9 [8.12]

where T = temperature, ◦C
x = thermocouple voltage, volts, reference junction at 0◦C
a = polynomial coefficients given in Table 8.5 for various

thermocouple combinations

The accuracy with which each polynomial fits the NIST tables is indicated in Table 8.5.
From the standpoint of computer calculations the equations are usually written in a
nested polynomial form to minimize execution time. For example, the fifth-order
polynomial for iron-constantan would then be written

T = a0 + x(a1 + x(a2 + x(a3 + x(a4 + a5x)))) [8.13]

A number of commercial instruments are available which measure thermocouple
voltages and employ an internal microprocessor to calculate temperatures for a digital
readout, either visually or on a strip-chart printer.

The output of thermocouples is in the millivolt range and may be measured by a
digital millivoltmeter. The voltmeter is basically a current-sensitive device, and hence
the meter reading will be dependent on both the emf generated by the thermocou-
ple and the total circuit resistance, including the resistance of the connecting wires.
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402 C H A P T E R 8 • The Measurement of Temperature

The complete system, consisting of the thermocouple lead wires and millivoltmeter,
may be calibrated directly to furnish a reasonably accurate temperature determina-
tion. For precision measurements, the thermocouple output may be determined with
a potentiometer circuit similar to the one described in Sec. 4.4. For very precise
laboratory work a microvolt potentiometer is used, which can read potentials within
1 μV. It may be noted that the resistance of the lead wires is of no consequence when
a potentiometer is used at balance conditions since the current flow is zero in the
thermocouple circuit.

Obviously, a large number of electronic voltmeters are suitable for thermocouple
measurements. Many provide a digital output which can be used for direct computer
processing of the data. These instruments typically have very high input impedance
and therefore do not draw an appreciable current in the thermocouple circuit.

The problem of the reference junction can be alleviated with the circuit shown
in Fig. 8.18. A thermistor is placed in thermal contact with the terminal strip to which
the thermocouple wires are attached. The voltage vb and temperature coefficient of
the thermistor must be adjusted so that Vc will match the thermocouple temperature
coefficient in millivolts/degree. The value of Rx is adjusted so that the voltage output
�V is zero at 0◦C. A convenient value for RA is about 1 k�.

The compensator shown in Fig. 8.18 is called a hardware-compensation device.
Others which may be employed can be based on RTD or other types of solid-state
temperature sensors. They are limited to a single type of thermocouple because, as
shown in Table 8.5, each thermocouple has its own emf-temperature characteristic.An
alternate technique is to provide firmware compensation in the data acquisition system.
In this technique the temperature of the measurement junction(s) is (are) measured
with a RTD or thermistor and compensation provided with a built-in microprocessor.
Direct digital readout of temperature is then provided. With appropriate switching
one can use the same junction(s) for several types of thermocouples. We must caution
the reader that such compensation assumes a polynomial relation like Eq. (8.12), and
if the thermocouple wires and/or junctions do not conform to the NIST standard,
then an error in measurement will result. To alleviate this difficulty, the wires and

Thermistor

Terminal
strip Copper wires

Vc

Rx

RT

RA

RA

	b

Thermocouple
bead

�V Readout

Figure 8.18 Reference junction compensation using thermistor.
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8.5 Temperature Measurement by Electrical Effects 403

junctions may be calibrated against known standards and a correction factor CF
determined as

CF = true temperature− indicated temperature

= fcn (indicated temperature) [8.14]

For some acquisition systems a simple polynomial expression for CF (perhaps a
quadratic) may be programmed to furnish a correct readout. In other cases the output
may be fed to a computer where the correction is performed.

Example 8.4THERMOCOUPLE MEASUREMENT. An iron-constantan thermocouple is connected to
a potentiometer whose terminals are at 25◦C. The potentiometer reading is 3.59 mV. What is
the temperature of the thermocouple junction?

Solution

The thermoelectric potential corresponding to 25◦C is obtained from Table 8.3a as

E75 = 1.277 mV

The emf of the thermocouple based on a 0◦C reference temperature is thus

ET = 1.277+ 3.59 = 4.867 mV

From Table 8.3a, the corresponding temperature is 92.5◦C.

In order to provide a more sensitive circuit, thermocouples are occasionally con-
nected in a series arrangement as shown in Fig. 8.19. Such an arrangement is called a
thermopile, and for a three-junction situation the output would be three times that of a
single thermocouple arrangement provided the temperatures of the hot and cold junc-
tions are uniform. The thermopile arrangement is useful for obtaining a substantial
emf for measurement of a small temperature difference between the two junctions.
In this way a relatively insensitive instrument may be used for voltage measurement,
whereas a microvolt potentiometer might otherwise be required. When a thermopile
is installed, it is important to ensure that the junctions are electrically insulated from
one another. We have seen that the typical thermocouple measures the difference in
temperature between a certain unknown point and another point designated as the
reference temperature. The circuit could just as well be employed for the measure-
ment of a differential temperature. For small differentials the thermopile circuit is
frequently used to advantage. Now, consider the series thermocouple arrangement
shown in Fig. 8.20. The four junctions are all maintained at different temperatures
and connected in series. Since there are an even number of junctions, it is not nec-
essary to install a reference junction because the same type of metal is connected to
both terminals of the potentiometer. If we note that the current will flow from plus
to minus and assume that junction A produces a potential drop in this direction, then
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Voltage-
measurement
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Figure 8.19 Thermopile connection.

�� E

B

eA

eB

eC

eD

A

D

C

Figure 8.20 Series connection of thermocouples.

junctions B and D will produce a potential drop in the opposite direction and
junction C will generate a potential drop in the same direction as junction A. Thus,
the total emf measured at the potentiometer terminals is

E = eA − eB + eC − eD [8.15]

The reading will be zero when all the junctions are at the same temperature and will
take on some other value at other conditions. Note, however, that the emf of this series
connection is not indicative of any particular temperature. It is not representative
of an average of the junction temperatures because the emf vs. T relationship is
nonlinear.
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E

Voltage-measurement
device

T1

T2

T3

T4

Figure 8.21 Parallel connection of thermocouples.

The parallel connection in Fig. 8.21 may be used for obtaining the average tem-
perature of a number of points. Each of the four junctions may be at a different
temperature and hence will generate a different emf. The bucking potential furnished
by the potentiometer will be the average of the four junction potentials. There can
be a small error in this reading, however, because there is a small current flow in the
lead wires as a result of the difference in potential between the junctions. Thus, the
resistance of the lead wires will influence the reading to some extent.

A more suitable way of obtaining an average temperature is to use the thermopile
circuit in Fig. 8.19. Each of the “hot” junctions may be at a different temperature,
while all the “cold” junctions may be maintained at a fixed reference value. The
average emf is then given by

Eav = E

n
[8.16]

where n is the number of junction pairs and E is the total reading of the thermopile.
The average temperature corresponding to the average emf given in Eq. (8.13) may
then be determined.
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406 C H A P T E R 8 • The Measurement of Temperature

Example 8.5 EFFECT OF COLD JUNCTION LEVEL OF THERMOPILE. A thermopile consisting
of five junction pairs of Chromel-constantan is used to measure a temperature difference of
50◦C with the cold junctions at 25◦C. Determine the voltage output of the thermopile. Sup-
pose the cold-junction temperature is incorrectly stated as 75◦C (in reality, the hot-junction
temperature). What error in temperature-difference measurement would result from this incor-
rect statement?

Solution

From Table 8.3a the data needed are:

E25 = 1.495 mV

E75 = 4.657 mV

E125 = 8.054 mV

all referenced to 0◦C. For the correct statement of the cold junction at 25◦C, with a hot-junction
temperature of 75◦C, the voltage output reading of the thermopile would be

E�T = (5)(4.657− 1.495) = 15.810 mV

By incorrectly stating the cold-junction temperature as 75◦C, we have not changed the actual
reading value of 15.810 mV; however, the reading now indicates a different value of �T . To
obtain the new high temperature we would calculate a new high-temperature emf as

ET = 4.657+ 15.810

5
= 7.819 mV

Interpolating, using the above data

Thot = 75+ (125− 75)(7.819− 4.657)

8.054− 4.657
= 121.54◦C

�T = 121.54− 75 = 46.54◦C

Not only is the temperature level of the hot junction grossly in error (121.54◦C instead of 75◦C)
but the temperature difference is also off by a substantial amount—46.54◦C instead of 50◦C.

Comment

When using thermopiles for temperature-difference determinations, it is important that the
temperature level of either the hot or cold junction be expressed correctly.

Example 8.6 RESULT OF INSTALLATION MISTAKE. A heat-exchanger facility is designed to use
type J thermocouples to sense an outlet gas temperature. A safety device is installed to shut
down the flow heating system when the gas temperature reaches 800◦C. During a periodic
maintenance inspection, the thermocouple is judged to need replacement because of oxidation.
By mistake, a type K thermocouple is installed as the replacement. What may be the results of
such an installation?
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Solution

The voltage output of a type J thermocouple at 800◦C is

E800(J) = 45.494 mV

Presumably, the measurement system is calibrated for this type of thermocouple and will
indicate a temperature of 800◦C. For this same voltage output from a type K thermocouple the
corresponding temperature would be

T45.494(K) = 1110◦C

Thus, the safety device would not be activated until a temperature 310◦C higher than the design
value is reached. This could easily result in material failure of parts of the equipment. Despite
such consequences, faulty installations do occur in practice, and sometimes result in equipment
breakdowns.

From the above discussion it is clear that the thermocouple measures the temper-
ature at the last point of electric contact of the two dissimilar materials. Consider the
situations shown in Fig. 8.22. The thermocouple installation in Fig. 8.22a is made so
that only the junction bead makes contact with the metal plate whose temperature is
to be measured. The installation in Fig. 8.22b allows contact at two points. If there
is a temperature gradient in the metal plate, then the emf of the thermocouple will
be indicative of the average of the temperatures of these two points. In Fig. 8.22c
only the junction bead contacts the metal plate, but the two thermocouple wires are
in electric contact a short distance away from the plate. The temperature indicated by
the thermocouple will be that temperature at the shorted electric contact.

The transient response of thermocouples depends on junction size; the smaller the
size, the faster the response. A number of commercial junctions are available which
provide rapid transient response. Preformed butt-bonded junctions of about 0.1 mm
thickness are encased in a polymer-glass laminate that can respond to temperature
changes within 5 ms [25].

Thermocouples are used in applications ranging from measurement of room-air
temperature to that of a liquid metal bath. Despite the simplicity, low cost, and ready
availability of these thermocouples, there are problems which may be encountered
such as:

(a) (b)

Short

(c)

Figure 8.22 Installation of thermocouples on a metal plate. (a) Only junction bead
contacts plate; (b) contact at two points: (c) contact at bead and along
wires.
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1. Junctions formed by users may involve excessive temperatures or faulty
soldering techniques such that the thermocouple does not conform to the standard
emf-temperature tables.

2. Thermocouples may be used outside their applicable range and become decali-
brated over a period of time.

3. Faulty reference junction compensation may be employed.

4. Installation faults, as shown in Fig. 8.22, may occur.

5. The user may install the wrong-type thermocouple for the readout equipment.
Gross errors can result.

Quartz-Crystal Thermometer

A novel and highly accurate method of temperature measurement is based on the
sensitivity of the resonant frequency of a quartz crystal to temperature change. When
the proper angle of cut is used with the crystal, there is a very linear correspondence
between the resonant frequency and temperature. Commercial models for the device
utilize electronic counters and digital readout for the frequency measurement. For
absolute temperature measurements usable sensitivities of 0.001◦C are claimed for
the device. Since the measurement process relies on a frequency measurement, the
device is particularly insensitive to noise pickup in connecting cables. The device has a
normal operating range of−40 to 230◦C (−40 to 440◦F) and a frequency-temperature
relationship of about 100 Hz/◦C.

Liquid-Crystal Thermography

Cholesteric liquid crystals, formed from esters of cholesterol, exhibit an interesting
response to temperature. Over a reproducible temperature range the liquid crystal
will exhibit all colors of the visible spectrum. The phenomenon is reversible and
repeatable. By varying the particular formulation, one can make cholesteric liquid
crystals operate from just below 0◦C to several hundred degrees Celsius. The event
temperature range, or temperature at which the color changes are displayed, can vary
from 1 to 50◦C. Thus, the liquid crystals afford the opportunity for rather precise
temperature indication through observation of the color changes.

To prevent deterioration of the crystals, they can be coated with polyvinyl alco-
hol, producing encapsulated liquid crystals which are available either as a water-based
slurry or precoated on a blackened substrate of paper or Mylar. Resolution of the order
of 0.1◦C is claimed for the technique. Digital imaging, whereby pixel-by-pixel read-
ings may be taken of color and illumination intensity across the image, are applicable
to the technique.

A description of the application of liquid crystals to heat-transfer measurements
is given in Refs. [21] and [22].
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8.6 Temperature Measurement by Radiation 409

Example 8.7THERMOELECTRIC POWER. The thermoelectric effect has been used for modest
electric-power generation. Calculate the thermoelectric sensitivity of a device using bismuth
and tellurium as the dissimilar materials and estimate the maximum voltage output for a 100◦F
temperature difference at approximately room temperature using one junction.

Solution

The sensitivity is calculated from the data of Table 8.4 as

S = Stellurium − Sbismuth

= 500− (−72) = 572 μV/◦C

The voltage output for a 100◦F temperature difference is calculated as

E = S �T = (572× 10−6)
(

5
9

)
(100)

= 3.18× 10−2 V

8.6 Temperature Measurement by Radiation

In addition to the methods described in the preceding sections, it is possible to
determine the temperature of a body through a measurement of the thermal radia-
tion emitted by the body. Two methods are commonly employed for measurement:
(1) optical pyrometry and (2) emittance determination. Before discussing these meth-
ods, we need to describe the nature of thermal radiation.

Thermal radiation is electromagnetic radiation emitted by a body as a result of
its temperature. This radiation is distinguished from other types of electromagnetic
radiation such as radio waves and X-rays, which are not propagated as a result of
temperature. Thermal radiation lies in the wavelength region from about 0.1 to 100μm
(1 μm= 10−6 m). The total thermal radiation emitted by a blackbody (ideal radiation)
is given as

Eb = σT 4 [8.17]

where σ = Stefan-Boltzmann constant

= 0.1714× 10−8 Btu/h · ft2 · ◦R4

= 5.669× 10−8 W/m2 · K4

Eb = emissive power, Btu/h · ft2 or W/m2

T = absolute temperature,◦R or K

The emissive power of the blackbody varies with wavelength according to the Planck
distribution equation

Ebλ = C1λ
−5

eC2/λT − 1
[8.18]
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410 C H A P T E R 8 • The Measurement of Temperature

where Ebλ = monochromatic blackbody emissive power

= Btu/h · ft2 · μm

=W/m2 · μm

λ = wavelength, μm

T = temperature, ◦R or K
C1 = 1.187× 108 Btu · μm4/h · ft2

= 3.743× 108 W · μm4/m2

C2 = 2.5896× 104 μm · ◦R
= 1.4387× 104 μm · K

A plot of Eq. (8.18) is given in Fig. 8.23 for two temperatures.
When thermal radiation strikes a material surface, the following relation applies:

α+ ρ + τ = 1 [8.19]

where α = absorptivity or the fraction of the incident radiation absorbed

ρ = reflectivity or the fraction reflected

τ = transmissivity or the fraction transmitted
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Figure 8.23 Blackbody emissive power for two temperatures.
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8.6 Temperature Measurement by Radiation 411

For most solid materials τ = 0 so that

α+ ρ = 1 [8.20]

The emissivity ε is defined as

ε = E

Eb

[8.21]

where E is the emissive power of an actual surface and Eb is the emissive power
of a blackbody at the same temperature. Kirchhoff’s identity furnishes the additional
relationship

ε = α [8.22]

under conditions of thermal equilibrium. A gray body is one for which the emissivity
is constant for all wavelengths; i.e.,

ελ = Eλ

Ebλ

= ε [8.23]

Actual surfaces frequently exhibit highly variable emissivities over the wavelength
spectrum. Figure 8.24 illustrates the distinctive features of blackbody and gray-body
radiation. For purposes of analysis the real surface is frequently approximated by a
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Figure 8.24 Comparison of emissive powers of blackbody, ideal gray body, and
actual surfaces.
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412 C H A P T E R 8 • The Measurement of Temperature

gray body having an emissivity equal to the average total emissivity of the real surface
as defined by Eq. (8.21).

Let us now consider the measurement of temperature through the use of optical
pyrometry. This methods refers to the identification of the temperature of a surface
with the color of the radiation emitted. As a surface is heated, it becomes dark red,
orange, and finally white in color. The maximum points in the blackbody radiation
curves shift to shorter wavelengths with increase in temperature according to Wien’s
law.

λmaxT = 5215.6 μm · ◦R(2897.6 μm · K) [8.24]

where λmax is the wavelength at which the maximum points in the curves in Fig. 8.23
occur. The shift in these maximum points explains the change in color as a body is
heated; that is, higher temperatures result in a concentration of the radiation in the
shorter-wavelength portion of the spectrum. The temperature-measurement problem
consists of a determination of the variation of temperature with color of the object.
For this purpose an instrument is constructed as shown schematically in Fig. 8.25.
The radiation from the source is viewed through the lens and filter arrangement.
An absorption filter at the front of the device reduces the intensity of the incoming
radiation so that the standard lamp may be operated at a lower level. The standard
lamp is placed in the optical path of the incoming radiation. By an adjustment of the
lamp current, the color of the filament may be made to match the color of the incoming
radiation. The red filter is installed in the eyepiece to ensure that comparisons are made
for essentially monochromatic radiation, thus eliminating some of the uncertainties
resulting from variation of radiation properties with wavelength.

Figure 8.26 illustrates the appearance of the lamp filament as viewed from the
eyepiece. When balance conditions are achieved, the filament will seem to disappear
in the total incoming radiation field. Temperature calibration is made in terms of the
lamp heating current.

Lens

Absorption filter

Standard
lamp

Red
filter

Eyepiece

Lens

Slidewire calibrated
directly in temperature

Ammeter

Figure 8.25 Schematic of optical pyrometer.
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Filament
too cold

Null
condition

Filament
too hot

Figure 8.26 Appearance of lamp filament in eyepiece of optical pyrometer.

The temperature of a body may also be measured by determining the total emitted
energy from the body and then calculating the temperature from

E = εσT 4 [8.25]

In order to determine the temperature, the emissivity of the material must be known
so that

T =
(

E

εσ

)1/4

[8.26]

The apparent blackbody temperature is the value as calculated from Eq. (8.26) with
ε = 1, or

Ta =
(

E

σ

)1/4

[8.27]

If the apparent temperature is taken as the measured value, the error in temperature
due to nonblackbody conditions is thus

Error = T − Ta

T
= 1− Ta

T
= 1− ε1/4 [8.28]

Figure 8.27 gives this error as a function of emissivity.
Regrettably, the emissivities of surfaces are subject to a great amount of uncer-

tainty because they depend on surface finish, color, oxidation, aging, and a number
of other factors. The uncertainty in the temperature of Eq. (8.26) resulting only from
the uncertainty in emissivity is thus

wT

T
= 1

4

wε

ε

and the effect of absolute uncertainty in emissivity is more pronounced at low values
of ε. For example,

At ε = 0.2± 0.05
wT

T
= 0.05

(4)(0.2)
= 0.0625

At ε = 0.9± 0.05
wT

T
= 0.05

(4)(0.9)
= 0.0139
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Figure 8.27 Temperature error due to nonblackbody surface conditions.

Several methods are available to measure the emitted thermal energy from a body, and
some of these methods will be discussed in Chap. 12. For now, it is important to realize
the temperature may be calculated from the above equations once this measurement
is made.

One way to employ the radiant flux measurement is to measure the actual surface
temperature at some modest temperature condition using a noninvasive thermocou-
ple and compare with the blackbody temperature indicated by the radiometer. The
emissivity may then be calculated from Eq. (8.28). Unless surface conditions change
appreciably with temperature (such as oxidation of a polished copper surface), the
calculated value of emissivity may be used over a modest range of temperatures.
Some radiometers (see Ref. [25]) provide internal electronic circuits for entering as-
sumed values of emissivity during the measurement process so that a direct readout
of temperature is given.

In practice, the optical pyrometer is the more widely used of the two radiation
temperature methods for high temperatures, since it is relatively inexpensive and
portable and the determination does not depend strongly on the surface properties of
the material. The measurement of radiant energy from a surface can be quite accurate,
however, when suitable instruments are employed. If the surface emissive properties
are accurately known, this measurement can result in a very accurate determination
of temperature.

hol29303_ch08_381-446.pdf   34hol29303_ch08_381-446.pdf   34 8/12/2011   3:23:55 PM8/12/2011   3:23:55 PM



8.6 Temperature Measurement by Radiation 415

Close proximity devices are available (see Ref. [25]) to operate within 2 mm
of a surface and sense surface temperature by emitted radiation. Internal electronic
circuits convert the signals to a voltage output which corresponds to standard emf-
temperature relationships for thermocouples as given in Table 8.5. In this way standard
thermocouple data loggers may be employed for recording and manipulation of the
data.

The interested reader should consult Refs. [2], [4], and [7] for more information
on thermal radiation and temperature measurements by the above methods.

Example 8.8EFFECT OF EMISSIVITY ON TEMPERATURE MEASUREMENT. The energy emit-
ted from a piece of metal is measured, and the temperature is determined to be 1050◦C, assuming
a surface emissivity of 0.82. It is later found that the true emissivity is 0.75. Calculate the error
in the temperature determination.

Solution

The emitted energy is given by

q

A
= εσT 4

when T = 1050◦C = 1323 K, ε = 0.82. We wish to calculate the value of the true temperature
T ′, such that

q

A
= ε′σ(T ′)4

where ε′ = 0.75. Thus,

(0.82)(1323)4 = (0.75)(T ′)4

and T ′ = (1323)

(
0.82

0.75

)1/4

= 1352 K

so that the temperature error is

�T = 1352− 1323 = 29◦C

Comment

From this calculation we see that a relatively large error in estimation of emissivity (0.82 is
9.3 percent too high) causes a smaller error in temperature; i.e., 1323 K is 2.1 percent
below 1352 K. Considering the level of the temperature measurement, this is quite good.
For a measurement near room temperature of 300 K the error would be in the order of 6◦C.

Example 8.9UNCERTAINTY IN RADIOMETER TEMPERATURE MEASUREMENT. A radio-
meter is used for a temperature measurement at 400 K and 800 K. The emissivity of the
surface being measured is estimated as 0.02 ± 0.05 and the absolute uncertainty in the mea-
surement of the emitted energy is estimated as 1 percent of the value of E at 800 K. Determine
the uncertainty in the determination of the two temperatures.

hol29303_ch08_381-446.pdf   35hol29303_ch08_381-446.pdf   35 8/12/2011   3:23:55 PM8/12/2011   3:23:55 PM



416 C H A P T E R 8 • The Measurement of Temperature

Solution

The temperature is obtained from Eq. (8.26) as

T =
(

E

εσ

)1/4

Using the uncertainty relation for a product grouping from Eq. (3.2a) we obtain

WT

T
=

[(
wε

4ε

)2

+
(

wE

E

)2]1/2

[a]

We have
wε

ε
= 0.05

0.2
wE = 0.01E800

which is stated to be an absolute value.
Assuming that the emitted energy varies with T 4,

E400 = E800

(
400

800

)4

and

wE

E400
= (0.01)

(
800

400

)4

= 0.16

At 800 K Eq. (a) yields

wT

T
=

{[
0.05

4(0.2)

]2

+ 0.012

}1/2

= 0.0633

and wT = (800)(0.0633) = 50.6◦C.
In contrast, at 400 K the fractional uncertainty becomes

wT

T
=

{[
0.05

4(0.2)

]2

+ 0.162

}1/2

= 0.1718

and

wT = (400)(0.1718) = 68.7◦C

The uncertainty that results from wε alone is 50◦C at 800 K and 25◦C at 400 K.

8.7 Effect of Heat Transfer

on Temperature Measurement

A heat-transfer process is associated with all temperature measurements. When a
thermometer is exposed to an environment, the temperature indicated by the ther-
mometer is determined in accordance with the total heat-energy exchange with the
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8.7 Effect of Heat Transfer on Temperature Measurement 417

temperature-sensing element. In some instances the temperature of the thermometer
can be substantially different from the temperature which is to be measured. In this
section we discuss some of the methods that may be used to correct the temperature
readings. It may be noted that the errors involved are classified as fixed errors.

Heat transfer may take place as a result of one or more of three modes: conduction,
convection, or radiation. In general, all three modes must be taken into account in
analyzing a temperature-measurement problem. Conduction is described by Fourier’s
law:

q = −kA
∂T

∂x
[8.29]

where k = thermal conductivity, W/m · ◦C or Btu/h · ft · ◦F
A = area through which the heat transfer takes place, m2 or ft2

q = heat-transfer rate in the direction of the decreasing temperature

gradient, W or Btu/h

If a temperature gradient exists along a thermometer, heat may be conducted into or
out of the sensing element in accordance with this relation.

Convection heat transfer is described in accordance with Newton’s law of
cooling:

q = hA(Ts − T∞) [8.30]

where h = convention heat-transfer coefficient, W/m2 · ◦C or Btu/h · ft2 · ◦F
A = surface area exchanging heat with the fluid, m2 or ft2

Ts = surface temperature, ◦C or ◦F
T∞ = fluid temperature, ◦C or ◦F

The radiation heat transfer between two surfaces is proportional to the difference in
absolute temperatures to the fourth power according to the Stefan-Boltzmann law of
thermal radiation:

q1−2 = σFGFε

(
T 4

1 − T 4
2

)
[8.31]

where FG is a geometric factor and Fε is a factor that describes the radiation properties
of the surfaces.

Consider the temperature-measurement problem illustrated in Fig. 8.28. A ther-
mocouple junction is installed in the flat plate whose temperature is to be measured.
The plate has a thickness δ, is exposed to a convection environment on the top side,
and insulated on the back side. The thermocouple is exposed to the same environment.
The thermocouple wires are covered with insulating material as shown. If the plate
temperature is higher than the convection environment, heat will be conducted out
along the thermocouple wire and the temperature of the junction will be lower than
the true plate temperature.

A solution to a similar problem, neglecting radiation effects, has been given by
Schneider [11]. The effects of the thermocouple installation are shown in Fig. 8.29.

hol29303_ch08_381-446.pdf   37hol29303_ch08_381-446.pdf   37 8/12/2011   3:23:55 PM8/12/2011   3:23:55 PM



418 C H A P T E R 8 • The Measurement of Temperature
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Tf
�i

�

Two wires
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Figure 8.28 Schematic of thermocouple installation in a finite-thickness flat plate.
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Figure 8.29 Temperature-compensation curves for installation in Fig. 8.28.

The nomenclature for the parameters in Fig. 8.29 is as follows:

hs = convection heat-transfer coefficient on the top side of the plate as
indicated, Btu/h · ft2 · ◦F or W/m2 · ◦C

ht = convection heat-transfer coefficient from the thermocouple wires,
Btu/h · ft2 · ◦F or W/m2 · ◦C
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8.7 Effect of Heat Transfer on Temperature Measurement 419

k = thermal conductivity of the plate material, Btu/h · ft · ◦F or W/m · ◦C
δ = plate thickness, ft or m

Tf = fluid temperature surrounding the thermocouple wire, ◦F or ◦C
Ti = temperature indicated by the thermocouple, ◦F or ◦C
Tp = true plate temperature (temperature a large distance away from the

thermocouple junction), ◦F or ◦C
A = total cross-sectional area of the wires = 2πr2

t

K = A
(
k

1/2
A + k

1/2
B

)( 1

ht

+ δi

ki

)/
(2rt)

1/2 [8.32]

where rt is the radius of each thermocouple wire, kA and kB are the thermal conduc-
tivities of the two thermocouple materials, δi is the thickness of the thermocouple
insulation, and ki is the thermal conductivity of the insulation.

If the solid is a relatively massive one, the temperature correction can be made in
accordance with calculations developed by Hennecke and Sparrow [16] and presented
in graphical form in Fig. 8.30. In this figure k is the thermal conductivity of the solid,
r is the radius of the wire or

√
2 times the radius for two wires, L is the length of the

thermocouple leads, hs is the convection heat-transfer coefficient between the solid
and the fluid, kA is the equivalent conductivity area product for axial conduction in
the wire, and R is the radial thermal resistance of the wire, insulation, and convection
to the fluid. For a wire of radius rw, covered by a layer of insulation having an outside
radius ri and thermal conductivity ki, the value of R is calculated from

R = 1

h2πri
+ ln(ri/rw)

2πki

[8.33]

where h is the convection heat-transfer coefficient from the outside of the insulation
to the fluid. We should note that the length L is sufficiently long in many applications
to make the hyperbolic tangent term unity in the equation for X in Fig. 8.30.

Tp

hs

Bi � hsr/k

L
kA

h

Tf
�

Tp � Ti

Tp � Tf

X � Bi

X � F (Bi)

X � tanh (L/�kAR )
�kA/R

�rk

Figure 8.30 Temperature correction for installation on a relatively massive plate.
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420 C H A P T E R 8 • The Measurement of Temperature

The term Bi = hsr/k is called the Biot number or Biot modulus and is im-
portant in heat-transfer applications which involve combined conduction-convection
systems like the thermocouple installations illustrated here. This parameter indicates
the relative magnitude of the resistance to heat transfer resulting from convection to
the resistance to heat transfer from conduction. Large values of Bi indicate a small
convection resistance in comparison to conduction while small values of Bi indicate
just the opposite. The function F (Bi) is given by

F(Bi) = 1.27+ 1.08Bi− 0.5Bi2 for Bi < 1.0 [8.34]

This is an approximation by the present writer to more complicated expressions in
Ref. [ 16]. It can be extended somewhat beyond the range of Bi < 1.0; however, larger
values of Bi would indicate a larger effect of convection and thus a larger temperature
error. In these cases, the installation should be modified.

The conduction lead error may be reduced by laying the wire along the solid to
reduce the temperature gradient. Obviously, the wire must be electrically insulated
from the solid if the solid is a metal.

Example 8.10 ERROR IN LOW-CONDUCTIVITY SOLID. A thermocouple wire having an effective
diameter of 1.5 mm is attached to a ceramic solid having the properties ρ = 2500 kg/m3,
c = 0.7 kJ/kg · ◦C, and k = 0.9 W/m · ◦C. The thermocouple has an effective conductivity
of 80 W/m · ◦C. The wire is very long and essentially bare, with a convection coefficient of
250 W/m2 · ◦C. The convection coefficient hs is 20 W/m2 · ◦C. Calculate the true plate temp-
erature when the thermocouple indicates 200◦C and the fluid temperature is 90◦C.

Solution

We make use of Fig. 8.30 and Eq. 8.33 and calculate the quantities

R = 1

h2πri
= 1

(250)(2π)(0.75× 10−3)
= 0.849

kA = (80)π(0.75× 10−3)2 = 1.414× 10−4

Because L→∞, tanh(∞)→ 1.0, and

X =
√

kA/R

πrk
= [(1.414× 10−4)/0.849]1/2

π(0.75× 10−3)(0.9)
= 6.085

Bi = hsr

k
= (20)(0.75× 10−3)

0.9
= 0.0167 F(Bi) = 1.288

We then calculate

Tp − Ti

Tp − Tf

= 6.085− 0.0167

6.085+ 1.288
= 0.823

and, with Ti = 200◦C, Tf = 90◦C, the true plate temperature is

Tp = 711◦C

This installation results in a very large error.
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8.7 Effect of Heat Transfer on Temperature Measurement 421

Example 8.11ERROR IN HIGH-CONDUCTIVITY SOLID. Repeat Example 8.10 for installation on
a block of aluminium with k = 200 W/m · ◦C.

Solution

We recalculate the appropriate parameters as

X =
√

kA/R

πrk
= [(1.414× 10−4)/0.849]1/2

π(0.75× 10−3)(200)
= 0.0274

Bi = hsr

k
= (20)(0.75× 10−3)

200
= 7.49× 10−5 F(Bi) = 1.271

Then,

Tp − Ti

Tp − Tf

= 0.0274− 9.36× 10−4

0.0274+ 1.271
= 0.021

and

Tp = 202.3◦C

Of course, this indicates the extreme importance of the conductivity of the solid to the mea-
surement error.

Now, let us consider the general problem of the temperature measurement of
a gas stream and the influence of radiation on this measurement. The situation is
illustrated in Fig. 8.31. The temperature of the thermometer is designated as Tt ,
the true temperature of the gas is Tg, and the effective radiation temperature of the
surroundings is Ts. If it is assumed that the surroundings are very large, then the
following energy balance may be made:

hA(Tg − Tt) = σAε
(
T 4
t − T 4

s

)
[8.35]

where h = convection heat-transfer coefficient from the gas to the thermometer

A = surface area of the thermometer

ε = surface emissivity of the thermometer

Equation (8.35) may be used to determine the true gas temperature.

Gas Surrounding, Ts

qrad � ��(Tt
4 � Ts

4)

Tg

Tt

Figure 8.31 Schematic illustrating influence of radiation on temperature of thermometer.
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422 C H A P T E R 8 • The Measurement of Temperature

Gas, Tg

Shield, Ts, As, hs, �s

Thermometer-sensing element
Tt, At, ht , �t

Environment, Te

Figure 8.32 A simple radiation-shield arrangement for a thermometer.

In practice, the radiation error in a temperature measurement is reduced by
placing a radiation shield around the thermometer, which reflects most of the
radiant energy back to the thermometer. A simple radiation-shield arrangement is
shown in Fig. 8.32. The environment is assumed to be very large, and we wish to
find the true gas temperature knowing the indicated temperature Tt and the other
heat-transfer parameters, such as the heat-transfer coefficients and emissivities. The
thermometer size may vary considerably, from the rather substantial dimensions of
a mercury-in-glass thermometer to a tiny thermistor bead embedded in the tip of a
hypodermic needle. An energy balance that neglects conduction effects may be made
for both the thermometer and the shield using a radiation-network analysis to obtain
expressions for the radiation heat transfer.1 The results of the analysis are

thermometer

ht(Tg − Tt) = εt

1− εt
(Ebt − Jt) [8.36]

shield

2hs(Tg − Ts) = Ebs − Jt

(1/Fts)(As/At)+ 1/εs − 1
+ Ebs − Ebe

1/εs − 1+ 1/Fse

[8.37]

where

Jt = {Ebt[εt/(1− εt)]+ FteEbe}At/As + Ebs/[(1/Fts)(As/At)+ 1/εs − 1]

(At/As)[Fte + εt/(1− εt)]+ 1/[(1/Fts)(As/At)+ 1/εs − 1]
[8.38]

εt and εs are the emissivities of the thermometer and shield, respectively, ht and hs are
the convection heat-transfer coefficients from the gas to the thermometer and shield,
respectively, At is the surface area of the thermometer for convection and radiation,
As is the surface area of the radiation shield on each side, and the blackbody emissive

1An explanation of the radiation-network method is given in Ref. [5].
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8.7 Effect of Heat Transfer on Temperature Measurement 423

powers Eb are given by

Ebt = σT 4
t [8.39]

Ebs = σT 4
s [8.40]

Ebe = σT 4
e [8.41]

The radiation-shape factors F are defined as

Fts = fraction of radiation that leaves the thermometer and arrives at the shield

Fse = fraction of radiation that leaves the outside surface of shield and gets to
the environment (this fraction is 1.0)

Fte = fraction of radiation that leaves the thermometer and gets to the
environment

The analysis that arrives at Eqs. (8.36) and (8.37) has been simplified somewhat by
assuming that all the radiation exchange between the shield and environment may be
taken into account by adjusting the value of Fse to include radiation from the inside
surface of the shield. Some type of convection heat-transfer analysis must be used to
determine the values of ht and hs, depending on whether natural or forced convection
is involved, etc. An iterative solution must usually be performed on Eqs. (8.36) and
(8.37) except in special cases. Some useful charts are given in Ref. [15] for correcting
temperature measurements for the effects of conduction and radiation.

In all cases the radiation error will be reduced by using a radiation shield, which
is as reflective as possible (ε very small).

When convection from the shield can be neglected, it can be shown that if the
shield placed around the thermometer essentially surrounds the sensing element, the
radiation term on the right-hand side of Eq. (8.35) should be multiplied by a factor Fs.

Fs = 1

1+ (Aε/As)(2/εs − 1)
[8.35a]

where A = area of the thermometer element

As = surface area of the shield

εs = emissivity of the shield

ε = emissivity of the sensor

It should be noted again that the installation of any shield will reduce the radiation
heat transfer and thereby improve the temperature measurement.

In general, the determination of convection heat-transfer coefficients requires
very detailed consideration of the fluid dynamics of the problem, and empirical rela-
tions must often be used for the calculation. For more information the reader should
consult Refs. [2] and [5]. Some frequently used formulas for calculating convection
heat transfer are summarized in Table 8.6.

Uncertainties in the values of h of ±25 percent are not uncommon. This should
not alarm the reader, however, because even an approximate value can provide a very
useful calculation for correcting the temperature measurement.
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Example 8.12CALCULATION OF RADIATION ERROR. A mercury-in-glass thermometer is placed
inside a cold room in a frozen-food warehouse to measure the change in air temperature when
the door is left open for extended periods of time. In one instance the thermometer reads 1◦C,
while the automatic temperature-control system for the room indicates that the wall temperature
of the room is−10◦C. The convection heat-transfer coefficient for the thermometer is estimated
at 10 W/m2 · ◦C, and ε = 0.9 for glass. Estimate the true air temperature.

Solution

We use Eq. (8.35) to calculate the true air temperature Tg:

h(Tg − Tt) = εσ
(
T 4

t − T 4
s

)
(10)(Tg − 274) = (5.669× 10−8)(0.9)(2744 − 2634)

Tg = 278.3 K = 5.3◦C

We may note, of course, the rather substantial difference between the indicated air temperature
of 1◦C and the actual temperature of 5.3◦C.

Example 8.13IMPROVEMENT WITH RADIATION SHIELD. A shield having an emissivity of 0.1
is placed around the thermometer in Example 8.12 such that the area ratio A/As is 0.3. The
temperature indicated by the thermometer under these conditions is 5◦C. The convection heat-
transfer coefficient is assumed to be the same, and the shield may be assumed essentially to
surround the thermometer. Calculate the true air temperature under these circumstances.

Solution

This is a condition where the factor Fs may be applied to the right-hand side of Eq. (8.35). We
have

εs = 0.1, ε = 0.9, h = 10 W/m2 − ◦C
A

As

= 0.3, Tt = 273+ 5 = 278 K, Ts = 263 K

and Es = 1

1+ (0.3)(0.9)[(2/0.1)− 1]
= 0.1631

Inserting the values in Eq. (8.35) modified with Fs gives

(10)(Tg − 278) = (5.669× 10−8)(0.9)(2784 − 2634)(0.1631)

and Tg = 279 K = 6◦C

So, by use of the shield, the difference in the indicated temperature (5◦C) and the true temper-
ature (6◦C) has been reduced to −1◦C.

8.8 Transient Response of Thermal Systems

When a temperature measurement is to be made under non-steady-state conditions,
it is important that the transient response characteristics of the thermal system be
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q � hA(T � T�) � �mc dT

d	

Environment, T�

Surface
area, A

T, m, c

Figure 8.33 Simple thermal system exposed to a sudden change in ambient
temperature.

taken into account. Consider the simple system shown in Fig. 8.33. The thermome-
ter is represented by the mass m and specific heat c and is suddenly exposed to a
convection environment of temperature T∞. The convection heat-transfer coefficient
between the thermometer and fluid is h, and radiation heat transfer is assumed to be
negligible. It is also assumed that the thermometer is substantially uniform in tem-
perature at any instant of time; that is, the thermal conductivity of the thermometer
material is sufficiently large in comparison with the surface conductance because of
the convection heat-transfer coefficient. The energy balance for the transient process
may be written as

hA(T∞ − T) = mc
dT

dτ
[8.42]

For this equation appropriate units are:

h in W/m2 · ◦C or Btu/h · ft2 · ◦F
A in m2 or ft2

T in ◦C or ◦F
m in kg or lbm

c in J/kg · ◦C or Btu/lbm · ◦F
τ in s or h

The solution of Eq. (8.39) gives the temperature of the thermometer as a function of
time:

T − T∞
T0 − T∞

= e(−hA/mc)τ [8.43]

where T0 is the thermometer temperature at time zero. Equation (8.43) represents
the familiar exponential behavior of first-order systems subjected to a step input as
discussed in Chap. 2. The time constant for the system in Fig. 8.33 is

τ = mc

hA
[8.44]

When the heat-transfer coefficient is sufficiently large, there may be substantial
temperature gradients within the thermometer itself and a different type of analysis
must be used to determine the temperature variation with time. In many cases the
heat-transfer coefficient h may vary with both surface position and surface temper-
ature, and an appropriate average value must be used to evaluate the time constant
from Eq. (8.44). The interested reader should consult Ref. [5] for more information
on this subject.
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8.9 Thermocouple Compensation 427

8.9 Thermocouple Compensation

Suppose a thermocouple is used to measure a transient temperature variation. The
response of the thermocouple will be dependent on several factors, as outlined above,
and will follow a variation like that of Eq. (8.43) when subjected to a step change in
environment temperature. If a compensating electric network is applied to the system,
it is possible to increase the frequency response of the thermocouple. The disadvantage
of the compensating network is that it reduces the thermocouple output; however, if
the measuring instrument is sufficiently sensitive, this problem is not too critical.

A typical thermocouple-compensation network is shown in Fig. 8.34. The ther-
mocouple input voltage is represented by Ei, and the output voltage is represented by
Eo. This particular network will attenuate low frequencies more than high frequencies
and has a frequency response to a step input that is approximately opposite to that
of a thermocouple. The network and thermocouple may thus be used in combination
to produce a more nearly flat response over a wider frequency range. The output
response of the network is given by

Eo

Ei

= α
1+ jωτc

1+ αjωτc
[8.45]

where α = R

R+ Rc

τc = RcC

ω = frequency of the input signal

j = √−1

The amplitude response is given by the absolute value of the function in Eq. (8.45).
Thus,

(
Eo

Ei

)
amplitude

= α

√
1+ ω2τ2

c

1+ α2ω2τ2
c

[8.46]

The high-frequency compensation of the network is improved as the value of α is
decreased, but this brings about a decreased output since the steady-state output is(

Eo

Ei

)
steady state

= R

R+ Rc

= α [8.47]

Thermocouple
input OutputEi RC Eo

Rc

Figure 8.34 Typical thermocouple-compensation network.
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Figure 8.35 Thermocouple response to step change in environmental temperature.

In practice, the compensating circuit is usually designed so that τc is equal to the
time constant for the thermocouple. Variable resistors may be used to change the
compensation with a change in thermal environment conditions.

The overall problem we have described above is one of compensating a
thermocouple output so that higher-frequency response may be obtained. The step
response of the thermocouple given by Eq. (8.43) will hold, of course, only for the
conditions described. Therefore, the compensating network of Fig. 8.34 will achieve
the desired objectives in varying degrees, depending on the exact thermal environ-
ment to which the thermocouple is exposed. Let us examine the thermocouple and
compensating network response in more detail. Figure 8.35 shows the thermocouple
response to a step change in temperature of the environment T∞. We assume that the
voltage output of the thermocouple is directly proportional to temperature over this
range so that the voltage output would also follow a similar curve. In Fig. 8.36 we have
plotted the output voltage of the compensating network for a step-voltage input and
for α = 0.1. The thermocouple response is obtained by solving the electric-network
equivalent of the thermocouple. In that network the thermal capacitance is analogous
to electric capacitance, and the convection heat-transfer coefficient is analogous to
thermal or electric resistance. If Figs. 8.35 and 8.36 are added together, we obtain the
plot shown in Fig. 8.37, where the response is shown for different values of the ratio
τc/τ. For τc/τ > 1, the response curve “overshoots” the steady-state voltage ratio
of 0.1. It is clear that the curve τ = τc offers a broader frequency response than the
uncompensated curve. Careful inspection will also show that some overshoot can be
desirable. The curve for τc/τ = 1.1 indicates a substantial extension of the frequency
response within a plus or minus range of about 5 percent. Excessive overshoot, of
course, gives a decided nonlinear response. Optimal dynamic response of the network
will be obtained when τc/τ ≈ 1.1, provided the thermocouple input behaves nicely. In
practice, variable resistors will be provided in the circuits to adjust the compensation
in accordance with the actual variations in the thermal environment.
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Figure 8.36 Response of the network in Fig. 8.34 for a step voltage input
with α = 0:1.
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	c/	 � 2
1.5

	 � 	c

Figure 8.37 Combined response of thermocouple and compensating
network to step change in environment temperature.

We note again that the foregoing discussion pertains to a step-function input, and
the actual input may be markedly different. In practice, one should make the thermo-
couple as small as possible and calibrate against some known transient temperature.
Adjustments to the network can be made to obtain the best calibration. Further infor-
mation on transient response of thermocouples is given in Ref. [17].
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430 C H A P T E R 8 • The Measurement of Temperature

Example 8.14 THERMOCOUPLE TIME CONSTANT. Athermocouple bead has the approximate shape
of a sphere 1.5 mm in diameter. The properties may be taken as those of iron (ρ = 7900 kg/m3,
c = 450 J/kg · ◦C). Suppose such a bead is exposed to a convection environment where h =
75 W/m2 · ◦C. Estimate the time constant for the thermocouple.

Solution

We use Eq. (8.44) to calculate the time constant with

m = ρV = ρ

(
4

3
πr3

)

A = 4πr2

so that τ = (7900)(450)(0.75× 10−3)

(3)(75)
= ρ

(
4
3πr3

)
c

h4πr2

= 11.85 s

Example 8.15 THERMOCOUPLE COMPENSATION. Design a thermocouple-compensation network
like that shown in Fig. 8.34 having a steady-state attenuation of a factor of 10. Let the network
have the same time constant as the thermocouple bead in Example 8.14.

Solution

We take

α = R

R+ Rc

= 0.1 and τc = RcC = 11.85

We must arbitrarily choose a value for one of the resistances. Let us choose a value of Rc which
will make C a reasonable number. Take

Rc = 1 M� = 106 �

Then C = 11.85/106 = 1.185× 10−5 = 11.85 μF. Using the above value of Rc, we obtain

R = 0.111 M�

A more practical set of values would be

C = 10 μF

Rc = 1.185 M�

R = 0.132 M�

8.10 Temperature Measurements

in High-Speed Flow

The measurements of temperatures in high-speed gas-flow streams are sometimes
difficult because of the fact that a stationary probe must measure the temperature of
the gas that is brought to rest at the probe surface. As the gas velocity is reduced to
zero, the kinetic energy is converted to thermal energy and evidenced as an increase
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8.10 Temperature Measurements in High-Speed Flow 431

in temperature. If the gas is brought to rest adiabatically, the resulting stagnation
temperature is given by

T0 = T∞ + u2
∞

2cpgc

[8.48]

where T0 = stagnation temperature

T∞ = free-stream or static temperature

u∞ = flow velocity

cp = constant-pressure specific heat of the gas

The stagnation temperature of the gas may also be expressed in terms of the Mach
number as

T0

T∞
= 1+ γ − 1

2
M2 [8.49]

where γ = cp/cv and has a value of 1.4 for air. An inspection of Eqs. (8.48) and
(8.49) shows that the stagnation temperature is substantially the same as the static
temperature for low-speed flow. The difference in these temperatures is only 4◦F
(2.2◦C) for a velocity of 226 ft/s (68.9 m/s) in air.

For the actual case of a probe inserted in a high-speed flow stream the temperature
indicated by the probe will not, in general, be equal to the stagnation temperature given
by Eq. (8.48). The measured temperature is called the recovery temperature and is
strongly dependent on the probe configuration. The recovery factor is defined by

r = Tr − T∞
T0 − T∞

[8.50]

where Tr is the recovery temperature. In practice, the recovery factor must be de-
termined from a calibration of the probe at different flow conditions. It is usually in
the range 0.75 < r < 0.99. One of the important objectives of a probe design is to
achieve a configuration which produces a near constant recovery factor over a wide
range of flow velocities.

A typical high-speed temperature probe is shown in Fig. 8.38 according to
Winkler [13]. The gas stream enters the front of the probe and is diffused to a lower
velocity in the enclosing shield arrangement. The flow subsequently leaves the probe
through the side ventholes. The shield also serves to reduce radiation losses from the
thermocouple-sensing element. The recovery factor for the probe is essentially 1.0.

Vent hole Thermocouple

2 mm

ShieldSupportSealStainless steel holder

Seal
6 mm

Figure 8.38 High-speed temperature probe, according to Winkler [13].
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434 C H A P T E R 8 • The Measurement of Temperature

Example 8.16 STAGNATION AND RECOVERY TEMPERATURES. A thermocouple is enclosed in
a 3.0-mm-diameter sheath and exposed to a high-speed airstream at M = 2.5 and 20◦C.
The recovery factor for the sheath is 0.85 and the emissivity is 0.9. The effective radiation
temperature of the surroundings is 20◦C. Estimate the temperature indicated by the sensor. The
convection heat-transfer coefficient is approximately 150 W/m2 − ◦C.

Solution

We first calculate the stagnation temperature from Eq. (8.49). Taking T∞ = 20◦C = 293 K
and γ = 1.4 for air, we have

T0 = (293)

[
1+ 1.4− 1

2
(2.5)2

]
= 659 K

The recovery temperature for adiabatic stagnation is then obtained from Eq. (8.50):

r = 0.85 = Tr − 293

659− 293

and Tr = 604 K

This is the temperature the sensor would indicate if there were no radiation heat transfer. To
take radiation into account, we write Eq. (8.35) as

σεA
(
T 4

t − T 4
∞
) = hA(Tr − Tt) [a]

where the convection heat transfer is based on the difference between the adiabatic recovery
temperature and the actual thermocouple temperature Tt . We have ε = 0.9, T∞ = 293 K, and
Tr = 604 K so that a solution of Eq. (a) gives

Tt = 571 K = 298◦C

8.11 Summary

A summary of the range and application of the various temperature-measurement
devices is given in Table 8.7. It will be noted that many of the devices overlap in their
range of application. Thus, the selection of a device for use in a particular application
is often a matter of preference. In many cases the selection is based on a consideration
of the type of readout equipment that is already available at the installation where the
device is to be used.

8.12 Review Questions

8.1 Distinguish between the Fahrenheit and Celsius temperature scales.

8.2 Upon what principle does the mercury-in-glass thermometer operate?

8.3 Describe the resistance characteristics of thermistors.

8.4 State the law of intermediate metals for thermocouples.

8.5 What is the Seebeck effect?
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8.13 Problems 435

8.6 State the law of intermediate temperatures for thermocouples.

8.7 Why is a reference temperature necessary when using thermocouples?

8.8 Why does the resistance of thermocouple wires not influence a temperature
reading when a potentiometer is used?

8.9 In general, why does heat transfer influence the accuracy of a temperature
measurement?

8.10 In general, would one classify the response of thermal systems as fast, slow, or
intermediate?

8.11 Distinguish between hardware and software compensation for thermocouple
reference junctions.

8.12 What kinds of problems can be encountered in thermocouple use?

8.13 Why does self-heating cause a problem with RTDs? Why is it of lesser impor-
tance with thermistors?

8.14 Why is emissivity important in radiation temperature measurements?

8.15 Where might one use a bimetallic strip thermometer?

8.16 What would be the major cause of error in the mercury-in-glass thermometer?

8.17 What are the major disadvantages of RTDs?

8.13 Problems

8.1. Calculate the temperature at which the Fahrenheit and Celsius scales coincide.

8.2. A certain mercury-in-glass thermometer has been calibrated for a prescribed
immersion depth. The thermometer is immersed too much, such that the extra
depth is equal to a distance of 10◦ on the scale. The true temperature reading
may be calculated with

Ttrue = Tind − 0.000088(Tind − Tamb)D

where Tind = indicated temperature

Tamb = ambient temperature of the exposed stem

D = extra immersion depth of the thermometer past the correct

mark

Calculate the thermometer error for an indicated temperature of 210◦F and an
ambient temperature of 70◦F.

8.3. The bimetallic strip material of Example 8.1 is to be used in an
on-off-temperature-control device, which will operate at a nominal tempera-
ture of 200◦F. Calculate the deflection at the end of a 4-in strip for deviations
of ±1 and 2◦F from the nominal temperature.

8.4. Suppose the bimetallic strip in Prob. 8.3 is used to indicate temperatures of 150,
200, and 300◦F. The tip of the strip is connected to an appropriate mechanism,
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which amplifies the deflection so that it may be read accurately. The uncertainty
in the length of the strip is±0.01 in, and the uncertainty in the thickness of each
material is±0.0002 in. The perpendicular deflection from the 100◦F position is
taken as an indication of the temperature. Calculate the uncertainty in each of
the above temperatures, assuming zero uncertainty in all the material properties;
that is, calculate the uncertainty in the deflection at each of these temperatures.

8.5. Abimetallic strip of yellow brass and Monel 400 is bonded at 120◦F. The thick-
ness of the yellow brass is 0.014± 0.0002 in, and the thickness of the Monel is
0.010 ± 0.0001 in. The length of the strip is 5 in. Calculate the deflection sen-
sitivity defined as the deflection per degree Fahrenheit temperature difference.
Estimate the uncertainty in this deflection sensitivity.

8.6. The specific volume of mercury is given by the relation

v = v0(1+ aT + bT 2)

where T is in degrees Celsius and

a = 0.1818× 10−3

b = 0.0078× 10−6

A high-temperature thermometer is constructed of a Monel-400 tube having an
inside diameter of 0.8 mm ± 5 nm. After the inside is evacuated, mercury is
placed on the inside such that a column height of 10 cm± 0.25 mm is achieved
when the thermometer temperature is 260◦C. If the tube is to be used for a
temperature measurement, calculate the uncertainty at 260◦C if the uncertainty
in the height measurement is ±0.25 mm.

8.7. A fluid-expansion thermometer uses liquid Freon (C= 0.22 Btu/lbm · ◦F, ρ =
85.2 lbm/ft3) enclosed in a 0.25-in-ID copper (C= 0.092, ρ = 560) cylinder
with a wall thickness of 0.032 in. The thermometer is exposed to a crossflow
of air at 400◦F, 15 psia, and 20 ft/s. Estimate the time constant for such a
thermometer. Neglect all effects of the capillary tube. Repeat for a crossflow of
liquid water at 180◦F and 20 ft/s. Recalculate the time constant for both of these
situations for a stainless-steel bulb (C = 0.11, ρ = 490).

8.8. It is desired tomeasure a temperature differential of 5◦Fusing copper-constantan
thermocouples at a temperature level of 200◦F. A millivolt recorder is available
for the emf measurement which has an uncertainty of 0.004 mV. Precision ther-
mocouple wire is available, which may be assumed to match the characteristics
in Table 8.3 exactly. How many junction pairs in a thermopile must be used in
order that the uncertainty in the temperature differential measurement does not
exceed 0.05◦F? Neglect all errors due to heat transfer.

8.9. A thermopile of chromel-alumel with four junction pairs is used to measure a
differential temperature of 4.0◦F at a temperature level of 400◦F. The sensitivity
of the thermocouplewire is found tomatch that inTable 8.3within±0.5 percent,
and the millivolt potentiometer has an uncertainty of 0.002 mV. Calculate the
uncertainty in the differential temperature measurement.
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8.10. For a certain thermistor β = 3420 K, and the resistance at 200◦F is known
to be 1010 ± 3 �. The thermistor is used for a temperature measurement, and
the resistance is measured as 2315 ± 4 �. Calculate the temperature and the
uncertainty.

8.11. Calculate the thermoelectric sensitivity for iron-constantan and copper-
constantan at 0◦C.Plot the errorwhichwould result if these valueswere assumed
constant over the temperature range from −50 to +600◦F.

8.12. A chromel-alumel thermocouple is exposed to a temperature of 1560◦F. The
potentiometer is used as the cold junction, and its temperature is estimated to
be 83◦F. Calculate the emf indicated by the potentiometer.

8.13. Four iron-constantan thermocouple junctions are connected in series. The tem-
peratures of the four junctions are 200, 300, 100, and 32◦F. Calculate the emf
indicated by a potentiometer.

8.14. A millivolt recorder is available with a total range of 0 to 10 mV and an ac-
curacy of ±0.25 percent of full scale. Calculate the corresponding temperature
ranges for use with iron-constantan, copper-constantan, and chromel-alumel
thermocouples, and indicate the temperature accuracies for each of these ther-
mocouples.

8.15. When a material with spectral emissivity less than unity is viewed with an
optical pyrometer, the apparent temperature will be somewhat less than the true
temperature and will depend on the wavelength at which the measurements are
made. The error is given by

1

T
− 1

Ta

= λ

C2
ln ελ

where T = true temperature, K

Ta = apparent temperature, K

ελ = spectral emissivity at the particular value of λ

C2 = constant from Eq. (8.15)

For a measurement at 0.655 μm and an apparent temperature of 1300◦C, plot
the error as a function of ελ.

8.16. A radiant energy measurement is made to determine the temperature of a hot
block of metal. The emitted energy from the surface of the metal is measured
as 28± 0.4 kW/m2 and the surface emissivity is estimated as ε = 0.90± 0.05.
Calculate the surface temperature of the metal and estimate the uncertainty.

8.17. Aradiometer is used to measure the radiant energy flux from a material having a
temperature of 280±0.5◦C.The emissivity of thematerial is 0.95±0.03.The ra-
diometer is then used to view a second material having exactly the same geomet-
ric shape andorientation as thefirstmaterial and an emissivity of 0.72±0.05.The
uncertainty in the radiant energy flux measurement is±225W/m2 for both mea-
surements, and the second measurement is 2.23 times as large as the first mea-
surement. Calculate the temperature of the second material and the uncertainty.
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8.18. Consider the thermometer-shield arrangement shown in Fig. 8.32. Assuming
that the shield area is very large compared with the thermometer area and that
all radiation leaving the thermometer is intercepted by the shield, calculate the
true gas temperature using the following data:

ht = 2.0 Btu/h · ft2 · ◦F
hs = 1.5 Btu/h · ft2 · ◦F
εt = 0.8

εs = 0.2

Tt = 600◦F
Ts = 100◦F

(It is assumed from the statement of the problem that Fts = 1.0, Fse = 1.0, and
Fte = 0.) What temperature would the thermometer indicate if the shield were
removed? Calculate the error reduction owing to the use of the radiation shield.

8.19. Rework Prob. 8.18 assuming that As/At = 100 and that the radiation shape
factors are given as Fts = 0.9, Fte = 0.1, and Fse = 1.1 (recall the assumption
pertaining to Fse).

8.20. A platinum resistance thermometer is placed in a duct to measure the tempera-
ture of an airflow stream. The thermometer is placed inside a cylindrical shell
6 mm in diameter which has a polished outside surface with ε = 0.08 ± 0.02.
The airstream velocity is known to be 3 m/s and the pressure is 1.0 atm. The
thermometer indicates a temperature of 115◦C. The duct wall temperature is
measured at 193◦C. Calculate the true air temperature and estimate the un-
certainty in this temperature. Assume that the uncertainty in the convection
heat-transfer coefficient calculated with the appropriate formula from Table 8.6
is ±15 percent. Assume that the uncertainty in the resistance-thermometer
measurement is ±0.03◦C.

8.21. Repeat Prob. 8.20, but assume that the cylinder is a chrome-plated copper rod
with a thermocouple embedded in the surface. The uncertainty in the thermo-
couple measurement is assumed to be ±0.3◦C.

8.22. Asmall copper sphere is constructed with a thermocouple embedded in the cen-
ter and is used to measure the air temperature in an oven. The walls of the oven
are at 1200 ± 20◦F. The emissivity of the copper surface is 0.57 ± 0.04, and
the temperature indicated by the thermocouple is 1015±1.0◦F. The convection
heat-transfer coefficient is 5.0 Btu/h · ft2 · ◦F ± 15 percent. Calculate the true
air temperature and the uncertainty. Calculate the true air temperature if the
surface of the sphere had been chromeplated with ε = 0.06 ± 0.02. Estimate
the uncertainty in this circumstance.

8.23. Calculate the time constant for the copper-rod thermometer of Prob. 8.21. Con-
sider only the convection heat transfer from the gas in calculating this value.

8.24. A thermocouple is placed inside a 1
8 -in-OD, 1

16 -in-ID copper tube. The tube is
then placed inside a furnace whose walls are at 1500◦F. The air temperature in
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the furnace is 1200◦F. Calculate the temperature indicated by the thermocouple
and estimate the time τ to obtain

T − Ti

Tt − Ti

= 0.5

where Ti = initial temperature of the thermocouple before it is placed in
the furnace

Tt = indicated temperature after a long time

T = temperature at time τ

Assume ε = 0.78 for copper.

8.25. A certain thermocouple has a time constant of 1.2 s. Design a compensation
network like that shown in Fig. 8.34 having a steady-state attenuation factor of 8.
Select the value of the resistance so that the capacitor has an evenmultiple value.

8.26. Acertain high-speed temperature probe having a recovery factor of 0.98±0.01
is used to measure the temperature of air at Mach 3.00. The thermocouple in-
stalled in the probe is accurate within ±1.0◦C and indicates a temperature of
380◦C. Calculate the free-stream temperature and the uncertainty.

8.27. A4-in-square copper plate is suspended vertically in a room, and a thermocouple
is attached to measure the plate temperature. The walls of the room are at 110◦F,
and the thermocouple indicates a temperature at 95◦F.Assuming the copper has
an emissivity of 0.7, calculate the air temperature in the room. Determine the
convection heat-transfer coefficient from Table 8.6. If the uncertainty in the
surface emissivity is ±0.05, what is the resulting uncertainty in the calculated
air temperature?

8.28. Repeat Prob. 8.27 for polished copper having an emissivity of ε = 0.05± 0.01.

8.29. Athermometer having an emissivity of 0.9 is placed in a large roomand indicates
a temperature of 25◦C.Thewalls of the roomare at 35◦Cand the convectionheat-
transfer coefficient is 5.0 W/m2 · ◦C. Calculate the true temperature of the air.

8.30. Astainless-steel sphere having a diameter of 3.0 mm is embedded with a copper-
constantan thermocouple and is suddenly exposed to air at 50◦C with a con-
vection coefficient of 20 W/m2 · ◦C. The initial temperature of the sphere is
20◦C. Plot the output of the thermocouple as a function of time. What is the
time constant?

8.31. A thermopile is to be constructed for measuring small temperature differences.
Devise arrangements to measure temperature differences of 1, 3, and 5◦C using
copper-constantan and chromel-constantan thermocouples. Discuss the uncer-
tainties which may be encountered.

8.32. Two platinum resistance thermometers are used to measure a temperature dif-
ference of 8◦C. Discuss the uncertainties which may be involved. Would a
thermopile arrangement be better and, if so, why?

8.33. Using the polynomial coefficients of Table 8.5, determine the voltage outputs
for chromel-constantan at 10, 50, and 120◦C. Then fit a parabolic relation to
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these points. What error would result from using the parabolic relation at 20,
60, and 100◦C?

8.34. A heavily oxidized aluminum plate is exposed to a flow stream having a heat-
transfer coefficient of 50 W/m2◦C. The plate temperature is measured as 100◦C,
±0.5◦C, and the room temperature surrounding the plate is at 20◦C, ±0.5◦C.
Using emissivity data from the appendix, calculate the flow-stream temperature
and estimate its uncertainty.

8.35. Repeat Prob. 8.34 for a plate covered with highly polished aluminum.

8.36. A bimetallic strip is to be constructed of yellow brass and Invar for the purpose
of measuring temperature over the range from −10◦C to 120◦C. The length of
the strip is 2.5 cm and each sheet has a thickness of 0.3 mm. Assuming that the
strip is bonded at 30◦C, calculate the deflection at the extremes of the design
temperature range.

8.37. Assuming that R0 is the resistance of a thermistor at 0◦C, obtain the value of β

for thermistor 1 in Fig. 8.8.

8.38. The following junctions are connected in series: copper-constantan at 20◦C,
constantan-iron at 100◦C, iron-constantan at 60◦C, constantan-chromel at 15◦C,
and chromel-alumel at 20◦C. Calculate the voltage output of the series arrange-
ment.

8.39. Consider a thin thermocouple that behaves like iron having dimensions of
0.5× 0.1× 0.005 in. Calculate the time constant for such a thermocouple when
exposed to an airstream with a convection heat-transfer coefficient of
100 W/m2 · ◦C.

8.40. For the thermocouple of Prob. 8.39, calculate the temperature difference across
the thermocouple when exposed to a heat flux of 100 W/cm2.

8.41. Amercury-in-glass thermometer having a diameter of 6 mm is placed in a verti-
cal position to measure the air temperature in a metal warehouse in the summer.
The walls of the warehouse are at 50◦C. The convection coefficient is 7 W/m2−
◦C, and the emissivity of the thermometer may be taken as ε = 0.9. Calculate
the temperature indicated by the thermometer if the air temperature is 32◦C.

8.42. For the situation in Prob. 8.41, calculate the temperature which will be indicated
if the thermometer is enclosed by a long radiation shield having εs = 0.1 and a
diameter of 12 mm. For a long shield the area ratio A/As, is very nearly dt/ds.

8.43. Athermocouple sensor enclosed in a metal sheath has a diameter of 3 mm and is
placed in an oven the walls of which are maintained at 550◦C. The convection
heat-transfer coefficient between the thermocouple and the surrounding air is
30 W/m2−◦C. If the air temperature is 400◦C, calculate the temperature which
will be indicated by the thermocouple. Take the emissivity of the thermocouple
as 0.8.

8.44. A radiation shield having a diameter of 7 mm and emissivity of 0.15 is placed
around the thermocouple of Prob 8.43, such that it essentially covers the sensor
from the standpoint of intercepting radiation. Calculate the temperature indi-
cated by the thermocouple under these conditions.
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8.45. A thermopile is constructed with chromel-alumel materials. Five junctions are
maintained at 400◦F and five junctions are maintained at 100◦F. The output of
the thermopile is connected to a potentiometer. What voltage will be indicated
if both terminals of the potentiometer are at the same temperature?

8.46. A thermocouple data logger has a built-in circuit to compensate for the temper-
ature of the connecting board which is used for mounting the thermocouples.
A test is to be performed on the circuit by measuring the temperature of the
board and the compensating voltage generated internally. If the temperature of
the board is measured as 50◦F, what should be the compensating voltage, and
to what tolerance should it be maintained so that the compensation is accurate
within ±0.2◦F? Assume iron-constantan thermocouple.

8.47. The radiation from a metal part is measured with a pyrometer which indicates
a temperature of 300◦C. The actual part temperature is measured with a ther-
mocouple which indicates 315◦C. Both measurements have an uncertainty of
±1◦C. From these measurements, determine the emissivity of the metal part
and its uncertainty.

8.48. Using the results of Prob. 8.47, determine the true metal temperature when the
pyrometer indicates 450◦C and the uncertainty in this temperature.

8.49. A long, bare, thermocouple wire having a diameter of 1.0 mm is attached to a
ceramic solid having a density of 2400 kg/m3, specific heat of 650 J/kg−◦C,
and a thermal conductivity of 0.85 W/m − ◦C. The conductivity of the ther-
mocouple wire is 75 W/m−◦C and it is exposed to an environment with
h= 275 W/m2 − ◦C and a temperature of 50◦C. The convection coefficient
to the ceramic is 25 W/m2 − ◦C. The thermocouple indicates a temperature of
220◦C. What is the true temperature of the solid?

8.50. Rework Prob. 8.49 for installation of the thermocouple on (a) an aluminum and
(b) an 18-8 stainless-steel plate.

8.51. A thermocouple is enclosed in a 2.0-mm-diameter sheath having an emissivity
of 0.9 and is exposed to a high-speed airstream at 20◦C and M= 2.0. If the
recovery factor for the sensor is 0.9, calculate the temperature which will be
indicated. Take the convection heat-transfer coefficient as 180 W/m2 − ◦C.

8.52. Repeat Prob. 8.51 for a Mach number of 3.0.

8.53. Suppose the sheath in Probs. 8.51 and 8.52 is coated with a highly reflective
substance having an emissivity of 0.07. What temperatures would be indicated
under these conditions?

8.54. Highly polished copper has an emissivity of about 0.05. After accumulation
of a heavy oxide layer the emissivity rises to about 0.8. A radiometer with an
internal setting for emissivity is used to measure the polished copper tempera-
ture as 210◦F. After oxidation the radiometer is used for the same measurement
without changing the internal emissivity setting. What temperature will be in-
dicated under the oxidized conditions?

8.55. A copper sphere having a diameter of 12.0 mm is initially at a uniform tem-
perature of 100◦C. It is then suddenly exposed to an air-forced-convection
environment at 20◦ which produces a convection heat-transfer coefficient of
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97 W/m2 − ◦C. Embedded in the sphere is a chromel-alumel thermocouple to
indicate the temperature as a function of time. How long will it take for the ther-
mocouple to indicate a temperature of 25◦C? What is the time constant for this
system?

8.56. Assume that a chromel-alumel thermocouple has approximately the same ther-
mal properties as 18-8 stainless steel. By some suitable means the junction is
formed between two 0.05-mm bare wires and the thermocouple is suddenly
exposed to an air environment at 0◦C. The thermocouple wires are initially at
25◦C.Assuming that the junction and bare wires behave as a cylinder, determine
the time constant for a convection heat-transfer coefficient of 3800 W/m2−◦C.
How long will it take the thermocouple to indicate a temperature of 1◦C?

8.57. Four chromel-alumel thermocouples are connected in series. The four junctions
are at 100, 150, 200, and 250◦C. The series arrangement is hooked to a poten-
tiometer, the copper-binding posts of which are at 30◦C. What voltage will be
indicated by the potentiometer?

8.58. What could be the thermoelectric sensitivity of a nichrome-aluminum combi-
nation? Of a nichrome-constantan combination?

8.59. A bimetallic strip is to be designed to trip an electric contact. It is to be con-
structed of Invar and yellow brass and must produce a deflection of 1 mm at its
end for a temperature variation of ±1.0◦C from the set point of the strip. Con-
sider several alternate lengths and strip thicknesses which will accomplish the
design objective. State criteria which might be used to select from the alternative
choices.

8.60. A thermopile is constructed of type N thermocouple wire having 10 junction
pairs. One set of junctions is assembled and exposed to a temperature of 50◦C
while the other set of junctions is immersed in boiling water at 100◦C. What is
the voltage output of the thermopile?

8.61. What would be the voltage output of the thermopile in Prob. 8.60 if the cooler
junction was maintained at 0◦C?

8.62. The thermopile of Prob. 8.61 is exposed to a temperature differential with the
junction sets at 500 and 600◦C. What is the voltage output of the thermopile?
How much does it differ from the output calculated in Prob. 8.61 for the same
temperature differential?

8.63. A thermocouple is installed in the exhaust of an incinerator used to deodorize
fumes from a corn chip fryer. The electronic instrumentation is designed to
employ type K thermocouples and the temperature is in the range of 600◦C.
The instrumentation is at 25◦C. What error would result if an iron-constantan
thermocouple is installed by mistake? Speculate on what mistake(s) in process
control might result from this error.

8.64. Atemperature-sensing element for the air in a conditioned space is located close
to an exterior wall. The wall is poorly insulated such that the inside surface be-
comes quite cold in thewinter. In the northern city locale it may be as low as 0◦C.
The walls of the room behave nearly like a black surface and the thermometer
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has ε= 0.9 and a convection heat-transfer coefficient of 14 W/m2 · ◦C. When
the thermometer reads 28◦C, what will be the true air temperature?

8.65. A person sitting in proximity to the wall in Prob. 8.64 will experience consid-
erable “chill” even when the air temperature is “comfortable.” Explain why.
Suppose the wall were covered with reflective aluminum foil having ε = 0.07.
What improvement in comfort might result? Why? (Show calculation.)

8.66. A thermocouple wire has an effective thermal conductivity of 70 W/m · ◦C and
is installed vertically in a solid having a thermal conductivity of 5 W/m · ◦C.
The thermocouple effective diameter is 2 mm and it is exposed to a convection
environment at 20◦ with h = 125 W/m2 · ◦C. The convection coefficient to the
solid is 15 W/m2 · ◦C. The thermocouple indicates a solid temperature of 125◦C.
Calculate the true temperature of the solid.

8.67. Repeat Prob. 8.66 for a solid with k = 70 W/m · ◦C.

8.68. Use available computer software to obtain second-, third-, and fourth-degree
polynomial fits to the data entries of Table 8.3a for type N thermocouples be-
tween 0 and 1000◦C. Compute the corresponding values of r2 for each least-
squares fit.

8.69. The temperature of a surface is to be measured with a radiometer at temperature
levels of 350 and 600 K. The emissivity of the surface is estimated as ε = 0.3±
0.03 and the absolute uncertainty of the measurement of emitted energy is esti-
mated or specified by the instrumentmanufacturer as±1.0percent of the emitted
energy the instrument would measure from a black surface at 500 K. Determine
the uncertainty in the determination of the two specified temperatures. State the
relative influence of instrument uncertainty and surface emissivity uncertainty.

8.70. Repeat Prob. 8.69 for ε = 0.8± 0.04.

8.71. Alternate thermocouple measurement techniques are proposed for measuring
the temperature difference between inlet and exit for a heated fluid in a pipe.
(a) Each temperature is measured separately with a type E thermocouple with
“SpecialGrade” error specifications. (b)The temperature difference ismeasured
directly with a thermopile constructed of five junction pairs of type E thermo-
couple wire, all wire from the same spool. Comment on the relative merits of
the two techniques for actual inlet and exit fluid temperatures of 0◦C and 25◦C.
Repeat for 0◦C and 5◦C.Assume the electronic measurements of thermocouple
and thermopile emf’s are exact.

8.72. Comment on the influence which uncertainties in the electronic measurements
of emf’s may have on the conclusions of Prob. 8.71.

8.73. Asmall block of aluminum 4 mm on a side is embedded with an iron-constantan
thermocouple and is suddenly exposed to air at 65◦C with a convection coeffi-
cient of 24 W/m2−◦C. The initial temperature of the block is 20◦C. Calculate
the time constant and determine the output of the thermocouple at τ = 0.5×
(time constant).

8.74. A plate of aluminum which has become heavily oxidized over a period of time
is placed in a large enclosure and exposed to a convection environment with
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h = 40W/m2 · ◦C and T∞ = 30◦C ± 0.5◦C. The plate temperature is measured
as 86◦C ± 0.7◦C. Calculate the effective temperature of the large enclosure and
estimate its uncertainty.

8.75. Repeat Prob. 8.74 for a highly polished aluminum surface.

8.76. Assuming that R0 is the resistance of a thermistor at 0◦C, obtain the value of β

for thermistor 2 in Fig. 8.8.

8.77. Athermocouple sensor is enclosed in a metal sheath having a surface emissivity
of 0.7, and placed in a large oven, the walls of which are maintained at 600◦C.
The air temperature in the oven is 350◦C, and the convection coefficient between
the air and the sensor is 40 W/m2 · ◦C. What temperature will be indicated by
the thermocouple?

8.78. Using the results from Prob. 8.47 determine the true metal temperature and its
uncertainty when the pyrometer indicates 400◦C.

8.79. Apolished surface has an emissivity of 0.08.After exposure to an oxidizing en-
vironment the emissivity rises to 0.7.Aradiometer is used tomeasure the surface
temperature when its internal setting for emissivity is set for the polished value.
Later, after the surface has oxidized, the measurement is repeated, but the inter-
nal setting for sensitivity is maintained at the polished value. What error in tem-
perature will result from neglecting to change the internal setting for emissivity?

8.80. Calculate the thermoelectric sensitivity of (a) a platinum-constantan, (b) a
platinum-nickel combination.

8.81. A thermopile is constructed of chromel-constantan wire with 15 junction pairs.
What will be the voltage output from the thermopile if one set of junction is
exposed to an ice bath at 0◦C while the other set of junctions is exposed to
boiling water at 100◦C?

8.82. A thermometer having a surface emissivity of 0.85 is placed in an air space
in a metal-walled building, the walls of which may attain a temperature of
−10◦C during winter climate conditions. The convection coefficient between
the thermometer and the surrounding air is estimated ash = 10W/m2 · ◦C. If the
thermometer indicates a temperature of 17◦C, estimate the true air temperature
in the building.
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c h a p t e r

9
Thermal- and Transport-Property

Measurements

9.1 Introduction

Several types of thermal properties are essential for energy-balance calculations in
heat-transfer applications. Values of these properties for a variety of substances and
materials are already available in tabular form in various handbooks; however, for
new materials, which appear regularly, it is important that the engineer be familiar
with some basic methods of measuring these properties.

Most thermal-property measurements involve a determination of heat flow and
temperature. We have already discussed several types of temperature-measuring
devices in Chap. 8 and shall have occasion to refer to them from time to time
in discussing thermal-property measurements. Heat flow is usually measured by
making an energy balance on the device under consideration. For example, a metal
plate might be heated with an electric heater and the plate immersed in a tank of water
during this heating process. The convection heat loss from the plate could thus be
determined by making a measurement of the electric power dissipated in the heater.
As another example, consider the heating of water by passing it through a heated
pipe. The convection heat transfer from the pipe wall to the water may be determined
by measuring the mass flow rate of water and the inlet and exit water temperatures
to the heated section of pipe. The energy gained by the water is therefore the heat
transfer from the pipe, provided that the outside surface of the pipe is insulated so that
no losses are incurred. The techniques for measurement of heat transfer by thermal
radiation are discussed in Chap. 12.

Thermal conductivity may be classified as a transport property since it is indica-
tive of the energy transport in a fluid or solid. In gases and liquids the transport of
energy takes place by molecular motion, while in solids transport of energy by free
electrons and lattice vibration is important. Fluid viscosity is also classified as a trans-
port property because it is dependent on the momentum transport that results from
molecular motion in the fluid. Mass diffusion is similarly classified as a transport
process because it results from molecular movement. The diffusion coefficient is the

447
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448 C H A P T E R 9 • Thermal- and Transport-Property Measurements

transport property in this case. In this chapter we shall consider some simple methods
for measurement of these transport properties.

The measurement of heat flow falls under the general subject of calorimetry. In
this chapter we shall discuss some simple calorimetric determinations that may be
performed. The broad subject of thermodynamic-property measurement is beyond
the scope of our discussion.

9.2 Thermal-Conductivity Measurements

Thermal conductivity is defined by the Fourier equation

qx = −kA
∂T

∂x
[9.1]

where qx = heat-transfer rate, Btu/h or W
A = area through which the heat is transferred, ft2 or m2

∂T/∂x = temperature gradient in the direction of the heat
transfer, ◦F/ft or ◦C/m

k = thermal conductivity, Btu/h · ft · ◦F or W/m · ◦C
Experimental determinations of thermal conductivity are based on this relationship.
Consider the thin slab of material shown in Fig. 9.1. If the heat-transfer rate through
the material, the material thickness, and the difference in temperature are measured,
then the thermal conductivity may be calculated from

k = q�x

A(T1 − T2)
[9.2]

In an experimental setup the heat may be supplied to one side of the slab by an electric
heater and removed from the other side by a cooled plate. The temperatures on each
side of the slab may be measured with thermocouples or thermistors, whichever is
more appropriate.

We must note that the standard English and SI units for thermal conductivity given
above are not always the ones employed in practice. Frequently, the thickness of ma-
terial x is expressed in inches, while the area is expressed in square feet. The units for

A

q

�x
T1 T2

Figure 9.1 Simple thermal-conductivity measurement.
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9.2 Thermal-Conductivity Measurements 449

thermal conductivity appropriate to such dimensions then become Btu · in/h · ft2 · ◦F.
Not infrequently, a mixture of units is employed such as W · in · /ft2 · ◦C.

The main problem of the above method for determining thermal conductivity
is that heat may escape from the edges of the slab, or if the edges are covered with
insulation, a two-dimensional temperature profile may result, which can cause an er-
ror in the determination. This problem may be alleviated by the installation of guard
heaters, as shown in Fig. 9.2. In this arrangement the heater is placed in the center
and a slab of the specimen is placed on each side of the heater plate. A coolant is
circulated through the device to remove the energy, and thermocouples are installed
at appropriate places to measure the temperatures. A guard heater surrounds the main
heater, and its temperature is maintained at that of the main heater. This prevents heat
transfer out from the edges of the specimen, and thus maintains a one-dimensional
heat transfer through the material whose thermal conductivity is to be determined.
The guarded hot plate, as it is called, is widely used for determining the thermal con-
ductivity of nonmetals, that is, solids of rather low thermal conductivity. For materials
of high thermal conductivity a small temperature difference would be encountered
which would require much more precise temperature measurement.

A very simple method for the measurement of thermal conductivities of metals is
depicted in Fig. 9.3. A metal rod A of known thermal conductivity is connected to
a rod of the metal B whose thermal conductivity is to be measured. A heat source
and heat sink are connected to the ends of the composite rod, and the assembly is
surrounded by insulating material to minimize heat loss to the surroundings and to
ensure one-dimensional heat flow through the rod. Thermocouples are attached, or
embedded, in both the known and unknown materials as shown. If the temperature
gradient through the known material is measured, the heat flow may be determined.
This heat flow is subsequently used to calculate the thermal conductivity of the
unknown material. Thus,

q = −kAA

(
dT

dx

)
A

= −kBA

(
dT

dx

)
B

[9.3]

The temperatures may be measured at various locations along the unknown and the
variation of thermal conductivity with temperature determined from these measure-
ments. Van Dusen and Shelton [6] have used this method for the determination of
thermal conductivities of metals up to 600◦C.

Coolant

Sample
Guard heaterGuard heater

Main heater

Coolant

Figure 9.2 Schematic of guarded hot plate apparatus for measurement
of thermal conductivity.
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Thermocouples

Unknown

Insulation

Known

Heat sink

Heat source

A

B

Figure 9.3 Apparatus for measurement of thermal conductivity of metals.

Example 9.1 GUARDED HOT PLATE FOR THERMAL CONDUCTIVITY OF A METAL. Aguarded
hot-plate apparatus is used to measure the thermal conductivity of a metal having k =
50 Btu/h · ft · ◦F. The thickness of the specimen is 0.125± 0.002 in, and the heat flux may
be measured within 1 percent. Calculate the accuracy necessary on the �T measurement in
order to ensure an overall uncertainty in the measurement of k of 5 percent. If one of the plate
temperatures is nominally 300◦F, calculate the nominal value of the other plate temperature
and the tolerable uncertainty in each temperature measurement, assuming a nominal heat flux
of 20,000 Btu/h · ft2.

Solution

We use Eq. (9.2) to estimate the uncertainty in conjunction with Eq. (3.2)

k = (q/A)�x

�T
[a]

Equation (3.2) may be written as

wR

R
=

[(
∂R

∂x1

)2(
w1

R

)2

+
(

∂R

∂x2

)2(
w2

R

)2

+
(

∂R

∂x3

)2(
w3

R

)2
]1/2

[b]

We have
wk

k
= 0.05

∂k

∂(q/A)
= �x

�T

wq/A

k
= 0.01q/A(�T)

(q/A)�x
= 0.01�T

�x

∂k

∂(�x)
= q/A

�T

w�x

k
= (0.002)�T

(q/A)(0.125)

∂k

∂(�T)
= − (q/A)�x

(�T )2

w�T

k
= w�T�T

(q/A)�x
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9.2 Thermal-Conductivity Measurements 451

Inserting these expressions, Eq. (b) gives

0.05 =
[
(0.01)2 + (0.002/0.125)2 +

(
w�T

�T

)2
]1/2

or w�T /�T = 0.0146 = 1.46 percent. We now calculate the nominal value of �T as

�T = (q/A)�x

k
= (2× 104)(0.125)

(12)(50)
= 4.1667◦F

Since �T = T1 − T2, the nominal value of T1 is

T1 = 300+ 4.1667 = 304.1667◦F

The tolerable uncertainty in each temperature measurement is calculated from

w�T

�T
=

{[
∂(�T)

∂T1

wT1

�T

]2

+
[
∂(�T)

∂T2

wT2

�T

]2
}1/2

w�T =
(
w2

T1
+ w2

T2

)1/2

and we assume the uncertainties are the same for both temperatures so that

wT = 1√
2
w�T = 0.707w�T

wT = (0.707)(0.0146)(4.1667) = ±0.043◦F

We thus see that a very accurate measurement of temperature is necessary in order to give a
5 percent accuracy in the determination of k when this measurement technique is employed.
Such high accuracy is very difficult to achieve.

Example 9.2A BETTER MEASUREMENT TECHNIQUE. An apparatus like that in Fig. 9.3 is used to
measure the thermal conductivity of the metal of Example 9.1. The same heat flux is used with
a bar 3.0± 0.005 in long. Determine the accuracy for the determination of �T and the tolerable
uncertainty in the temperature measurements. Assume the same conditions as in Example 9.1.

Solution

For a 5 percent uncertainty in k the uncertainty in �T is given

0.05 =
[
(0.01)2 +

(
0.005

3.0

)2

+
(

w�T

�T

)2
]1/2

w�T

�T
= 0.049 = 4.9%

The nominal value of �T is given as

�T = (2× 104)(3)

(12)(50)
= 100◦F

The allowable uncertainty in the determination of the temperatures is

wT = 1√
2
w�T = (0.707)(0.049)(100) = ±3.46◦F
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This value is very easy to obtain. Even if the heat flux were reduced to 2 × 103 Btu/h · ft2,
the nominal temperature difference would be 10◦F and the allowable uncertainty would be
±0.346◦F. This is still a value that may be attained with careful experimental techniques.

9.3 Thermal Conductivity of Liquids

and Gases

Kaye and Higgins (3) have used a guarded hot-plate method for determining thermal
conductivity of liquids. Their apparatus is shown in Fig. 9.4. The diameter of the
plates is 5 cm, and the thickness of the liquid layer is approximately 0.05 cm. This
layer must be sufficiently thin so that convection currents are minimized. An annular
arrangement, as shown in Fig. 9.5, may also be used for the determination of liquid
thermal conductivities. Again, the thickness of the liquid layer must be thin enough
to minimize thermal-convection currents.

A concentric-cylinder arrangement may also be used for the measurement of the
thermal conductivity of gases. Keyes and Sandell [4] have used such a device for
the measurement of thermal conductivity of water vapor, oxygen, nitrogen, and other
gases. The inner and outer cylinders were both constructed of silver with a length of
5 in and an outside diameter of 1 1

2 in. The gap space for the gas was 0.025 in. Vines
[7] has utilized such a device for the measurement of high-temperature-gas thermal
conductivities. A schematic of his apparatus is shown in Fig. 9.6. The emitter serves

Guard-plate

Guard-plate-
heater lead

“Hot”-block current
and potential leads

Differential
couple

Gallery for
excess liquid

Thermocouple

Test layer

Radiator

Hot block

Cold block

Insulation

Figure 9.4 Guarded hot-plate apparatus for measurement of thermal conductivity of
liquids, according to Ref. [3].
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Thermocouples
or thermistors

Insulation

Insulation

Outer
cylinder

Fluid
annulus

Electrical-resistance heater
for center cylinder

Inner
cylinder

Figure 9.5 Concentric-cylinder method for measurements of thermal
conductivity of liquids.

Lava spacing
piece

Emitter

Emitter
winding

Receiver

Leads to heat
station winding

Emitter leads
(current and potential)

Heat station

Thermocouples

Heat station

Figure 9.6 Apparatus for determining thermal conductivity of gases
at high temperatures, according to Vines [7].
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454 C H A P T E R 9 • Thermal- and Transport-Property Measurements

as the heat source, while the heat stations on either end act as guard heaters. The
emitter has an outside diameter of 6 mm and a length of 50 mm, while the receiver
has an inside diameter of 10 mm and a length of 125 mm with a wall thickness of
1 mm. For most of the tests it was possible to maintain a temperature difference of
5 to 10◦C between the emitter and the receiver. The heat-transfer rate is measured by
determining the electric-power input to the emitter, while thermocouples installed on
the surface of the emitter and receiver determine the temperature difference.

For the concentric-cylinder device the relation that is used to calculate the thermal
conductivity is

k = q ln(r2/r1)

2πL(T1 − T2)
[9.4]

where q = heat-transfer rate
r2, r1 = outside and inside radii of the annular space containing the fluid,

respectively
T2, T1 = temperatures measured at these radii

An investigation by Leidenfrost [8] proposes an apparatus for measuring thermal
conductivities of gases and liquids from −180 to +500◦C. Complete experimental
data are not available, but accuracies of 0.1 percent are claimed for the device.

Thermal conductivities of several materials are given in the appendix, and addi-
tional information is given in Ref. [20].

9.4 Measurement of Viscosity

The defining equation for dynamic or absolute viscosity is

τ = μ
du

dy
[9.5]

where τ = shear stress between fluid layers in laminar flow, N/m2 or lbf/ft2

μ = dynamic viscosity, N · s/m2 or lbf · s/ft2

du/dy = normal velocity gradient as indicated in Fig. 9.7

The kinematic viscosity is defined by

ν = μ

ρ

where ρ is the fluid density. If we insert the above units for μ and either lbm/ft3 or
kg/m3 for density, the units for kinematic viscosity would become lbf · s · ft/lbm or
N · s ·m/kg. The normal practice is to define lbf and N from Eq. (2.2) as

1 lbf = 1

gc

lbm · ft/s2

1 N = 1

gc

kg ·m/s2
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u

y
u

� � � du
dy

Figure 9.7 Diagram indicating relation of viscosity gradient and fluid shear.

Then the units of kinematic viscosity become ft2/s and m2/s. In reality, a very large
number of units are employed for viscosity in both the English and metric systems.
Some of the more common units are summarized below along with appropriate con-
version factors:

Dynamic viscosity: Kinematic viscosity:

1 lbf · s/ft2 = 47.8803 N · s/m2 1 ft2/s = 9.2903× 10−2 m2/s
= 478.803 poise (P) = 929.03 stokes (St)
= 1.158× 105 lbm/h · ft = 929.03 cm2/s
= 47.8803 kg/m · s 1 m2/s = 10.7639 ft2/s

1 N · s/m2 = 2.08854× 10−2 lbf · s/ft2 = 104 St
= 10 P = 1000 centipoise (cP) 1 St = 1 cm2/s
= 2419 lbm/h · ft = 100 centistokes (cSt)
= 1 kg/m · s = 10−4 m2/s

1 P = 100 cP = 1 dyn · s/cm2 = 10.7639× 10−4 ft2/s
= 0.1 N · s/m2

= 2.08854× 10−3 lbf · s/ft2

= 241.0 lbm/h · ft
= 0.1 kg/m · s

Various methods are employed for measurement of the viscosity. The two most
common methods are the rotating-concentric-cylinder method and the capillary-flow
method. We shall discuss the rotating-cylinder method first.

Consider the parallel plates as shown in Fig. 9.8. One plate is stationary, and the
other moves with constant velocity u. The velocity profile for the fluid between the
two plates is a straight line, and the velocity gradient is

du

dy
= u

b
[9.6]
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u

bu

y

Figure 9.8 Velocity distribution between large parallel plates.

L

a

�

b
r2

r1

Torque
measurement, T

Figure 9.9 Rotating concentric-cylinder apparatus for measurement of viscosity.

The system could be used to measure the viscosity by measuring the force required to
maintain the moving plate at the constant velocity u. The system is impractical from a
construction standpoint, however, and the conventional approach is to approximate the
parallel flat-plate situation with the rotating concentric cylinders shown in Fig. 9.9.
The inner cylinder is stationary and attached to an appropriate torque-measuring
device, while the outer cylinder is driven at a constant angular velocityω. If the annular
space b is sufficiently small in comparison with the radius of the inner cylinder, then
the rotating cylinder arrangement approximates the parallel-plate situation, and the
velocity profile in the gap space may be assumed to be linear. Then,

du

dy
= r2ω

b
[9.7]

where, now, the y distance is taken in the radial direction and it is assumed that b� r1.
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9.4 Measurement of Viscosity 457

Now, if the torque T is measured, the fluid shear stress is expressed by

τ = T

2πr2
1L

[9.8]

where L is the length of the cylinder. The viscosity is determined by combining
Eqs. (9.5), (9.7), and (9.8) to give

μ = Tb

2πr2
1r2Lω

[9.9]

If the concentric-cylinder arrangement is constructed such that the gap spacea is small,
then the bottom disk will also contribute to the torque and influence the calculation
of the viscosity. The torque on the bottom disk is

Td = μπω

2a
r4

1 [9.10]

where a is the gap spacing, as shown in Fig. 9.9. Combining the torques due to the
bottom disk and the annular space gives

T = μπωr2
1

(
r2

1

2a
+ 2Lr2

b

)
[9.11]

Once the torque, angular velocity, and dimensions are measured, the viscosity may
be calculated from Eq. (9.11).

Perhaps the most common method of viscosity measurement consists of a mea-
surement of the pressure drop in laminar flow through a capillary tube. Consider the
tube cross section shown in Fig. 9.10. If the Reynolds number defined by

Red = ρumd

μ
(dimensionless) [9.12]

is less than 1000, laminar flow will exist in the tube and the familiar parabolic-velocity
profile will be experienced as shown. If the fluid is incompressible and the flow is

d

L
1 2

Figure 9.10 Laminar flow through a capillary tube.
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steady, it can be shown that the volume rate of flow Q can be written as

Q = πr4(p1 − p2)

8μL
(m3/s or ft3/s) [9.13]

A viscosity determination may be made by measuring the volume rate of flow and
pressure drop for flow in such a tube. To ensure that laminar flow will exist, a small-
diameter capillary tube is used; the small diameter reduces the Reynolds number as
calculated from Eq. (9.12). In Eq. (9.12) the product ρum may be calculated from

ρum = ṁ

πr2
[9.14]

where ṁ is the mass rate of flow.
When a viscosity measurement is made on a gas, the compressibility of the gas

must be taken into account. The resulting expression for the mass flow of the gas
under laminar flow conditions in the capillary is

ṁ = πr4

16μRT

(
p2

1 − p2
2

)
[9.15]

where R is the gas constant for the particular gas.
Care must be taken to ensure that the flow in the capillary is fully developed,

i.e., the parabolic-velocity profile has been established. This means that the pressure
measurements should be taken far enough downstream from the entrance of the tube
to ensure that developed flow conditions persist. It may be expected that the flow will
be fully developed when

L

d
>

Red

8
[9.16]

where L is the distance from the entrance of the tube.

Example 9.3 CAPILLARY MEASUREMENT OF VISCOSITY. The viscosity of liquid water at 20◦C
is to be measured using a capillary tube. Design a suitable apparatus and specify the ranges of
instruments required.

Solution

From the appendix the viscosity of liquid water at 20◦C is μ = 1.01 × 10−3 kg/m · s and the
density is 998 kg/m3. We will select a tube such that Red = 500 with a tube diameter of 1.0 mm.
Then, from Eq. (9.14) we have

ρum = 4ṁ

πd2
= 500

μ

d

= (500)(1.01× 10−3)

0.001
= 505 kg/m2 · s

and the mass flow is

ṁ = (505)π(0.001)2

4
= 3.966× 10−4 kg/s
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The volume flow is

Q = ṁ

ρ
= 3.966× 10−4

998
= 3.974× 10−7 m3/s

Fully developed flow will result when

L

d
>

Red

8

or L > (0.001)(500/8) = 0.0625 m, or in a rather short length. The volume or mass flow of
water may be measured with a weighing technique or a standard flowmeter. Suppose we wish
to have a pressure differential of at least 50 kPa in order to operate with a modest pressure gage.
From Eq. (9.15) the required length over which the pressure differential is measured would be

L = πr4(p1 − p2)

8μQ

= π(0.0005)4(50000)

(8)(1.01× 10−3)(3.974× 10−7)

= 3.057 m

Of course, this is a length that is easily constructed in a laboratory.

The Saybolt viscosimeter is an industrial device that uses the capillary-tube
principle for measurement of viscosities of liquids. A schematic of the device is
shown in Fig. 9.11. A cylinder is filled to the top with the liquid and enclosed in a

Constant-
temperature

bath

12.5 cm

1.225

2.46

d-0.1765

Flow

0.9 cm

8.8
2.9758.65 cm

for 60 cm3

Figure 9.11 Schematic of the Saybolt viscosimeter.
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460 C H A P T E R 9 • Thermal- and Transport-Property Measurements

constant-temperature bath to ensure uniformity of temperature during the measure-
ments. The liquid is then allowed to drain from the bottom through the short capillary
tube. The time required for 60 mL to drain is recorded, and this time is taken as indica-
tive of the viscosity of the liquid. Since the capillary tube is short, a fully developed
laminar-viscosity profile is not established, and it is necessary to apply a correction
to account for the actual profile. If the velocity profile were fully developed, the
kinematic viscosity would vary directly with the time for drainage; that is,

ν = μ

ρ
= c1t

To correct for the nonuniform profile, another term is added to give

ν = c1t + c2

t

With the constants inserted, the relation is

ν =
(

0.00237t − 1.93

t

)
× 10−3 ft2/s [9.17]

The symbol t designates the drainage time in seconds for 60 mL of liquid, and it
is common to express the viscosity in units of Saybolt seconds when this method of
measurement is used. Equation (9.17) provides a method of converting to more useful
units for kinematic viscosity. Viscosities for several fluids are given in the appendix.

Another technique for viscosity measurements is to observe the decrement in the
period of oscillation when spheres or disks are suspended in the fluid with an elastic
wire and allowed to vibrate from some initially deflected position. Such systems
are particularly applicable to measurements of viscosities at high pressures. Kestin
and Leidenfrost [18] describe an oscillating-disk system which has met with good
success.

Example 9.4 SAYBOLT VISCOSITY MEASUREMENT. A Saybolt viscosimeter is used to measure
the viscosity of a certain motor oil. The time recorded for drainage of 60 mL is estimated at
183± 0.5 s. Calculate the percentage uncertainty in the viscosity.

Solution

Equation (3.2) is used in conjunction with Eq. (9.17) to estimate the uncertainty. We have

∂ν

∂t
= c1 − c2

t2
=

(
0.00237+ 1.93

t2

)
× 10−3

so that the uncertainty in the viscosity is given as

wν = ∂ν

∂t
wt

=
(

0.00237+ 1.93

t2

)
(10−3)(0.5) ft2/s
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9.5 Gas Diffusion 461

The nominal value of the viscosity is

ν =
(

0.00237t − 1.93

t

)
10−3 ft2/s

At t = 183 s

wν = 1.21× 10−6 ft2/s (1.12× 10−7 m2/s)

ν = 4.22× 10−4 ft2/s (3.92× 10−5 m2/s)

so that wv/v = 2.87× 10−3 = 0.287 percent.

9.5 Gas Diffusion

Consider a container of a certain gas (2) as shown in Fig. 9.12. At one end of the con-
tainer another gas (1) is introduced and allowed to diffuse into gas (2). The diffusion
rate of gas (1) at any instant of time is given by Fick’s law of diffusion as

n1 = −D12A
∂N

∂x
[9.18]

where n1 = molal rate of diffusion
A = cross-sectional area for diffusion

N1 = molal concentration of component 1 at any point
D12 = diffusion coefficient

When n1 is in moles per second, N1 is in moles per cubic meter, and x is in meters, the
diffusion coefficient will have the units of square meters per second, the same units
as kinematic viscosity. It may be noted that Eq. (9.18) is similar to the Fourier law for
heat conduction. When a mass balance is made on an element, the one-dimensional
diffusion equation results:

∂N1

δt
= D12

∂2N1

∂x2
[9.19]

Gas (2)

Gas (1)

x

n1 � �D12A
N̄1
x∂

∂

Figure 9.12 Schematic of gas-diffusion process.
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462 C H A P T E R 9 • Thermal- and Transport-Property Measurements

A solution to this equation may be used as the basis for an experimental determination
of the diffusion coefficient D12.

A simple experimental setup for the measurement of gas-diffusion coefficients
is shown in Fig. 9.13. Two sections of glass tubing are connected by a flexible Ty-
gon tubing connection, which may be clamped as shown. The sections of tubing are
charged with the two gases whose diffusion characteristics are to be investigated.
After the initial charging process the flexible connection is opened and the two gases

(1)

Flexible
closure

Tygon
tubing

Pair of metal rods
with two rings
(or one hinge
and one ring)

(2)

Screw clamps on
gum rubber tubes

L

L

Figure 9.13 Loschmidt apparatus for measurement of diffusion coefficients in gases.
(a) Apparatus; (b) detail of flexible connection.
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9.5 Gas Diffusion 463

are allowed to diffuse into one another. After a period of time the Tygon connection
is closed again, the exact time is recorded, and the two sections are allowed to reach
equilibrium concentrations. These equilibrium concentrations are then measured with
appropriate analytical equipment. It is only necessary to measure the concentration
of one of the gases in both sections since the concentration of the other gas will be
obtained from a mole balance. However, measuring both gives a check and informa-
tion about the accuracy of the experiment. Some check of this kind is always very
desirable, although not always feasible.

A solution of Eq. (9.19) gives these concentrations in terms of the diffusion
coefficients and dimensions of the tubes. Assuming that the lower portion is filled
with gas (1) and the upper portion with gas (2) initially, the solution is

F = N1A −N1B

N1A +N1B
= 8

π2

∑
k=0

1

(2k + 1)2
exp

[−π2D12t(2k − 1)2

4L2

]
[9.20]

where the subscripts A and B refer to the lower and upper sections, respectively, t is
the time the two gases are allowed to diffuse, and L is the length of each tube. N1A

and N1B represent the number of moles of component 1 in the lower and upper parts
of the apparatus, respectively, after time t. For an experimental determination of D12

the optimum time to be allowed for the diffusion process is

topt = 4L2

π2D12
[9.21]

assuming that the only experimental errors are those involved in the determination of
F . If the diffusion process is allowed to run for topt or longer, it is found that the first
term in the series of Eq. (9.20) is the primary term and that the higher-order terms are
negligible. Then,

F = 0.2982 at t = topt [9.22]

If the second- and higher-order terms are neglected, it is easy to calculate the value
of D12 once a determination of F and t has been made. Neglecting these higher-order
terms gives

F = 8

π2
exp

−π2D12t

4L2
[9.23]

or D12 = −4L2

π2t
ln

π2F

8
[9.24]

It is necessary to know only an approximate value for D12 in order to calculate the
value of topt from Eq. (9.21). Then, the experiment is conducted using a diffusion time
greater than this value. The exact value of D12 is then calculated from the experimental
data using Eq. (9.24).

The simple experimental setup shown in Fig. 9.13 is called a Loschmidt appara-
tus. In the apparatus the heavier gas is usually contained in the lower section, while
the lighter gas is placed in the upper section. Extreme care must be exerted to ensure
that the system is free of leaks and that each section contains a pure component at
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the start of the experiment. Care must also be exerted to ensure that both gases are
initially at the same temperature and pressure. The apparatus should be constructed
so that the volume of the inlet tubing is negligible in comparison with the volume of
the main apparatus. While the diffusion process is in progress, the temperature of the
apparatus should be maintained constant. Diffusion coefficients for several gases are
given in the appendix.

Example 9.5 DIFFUSION COEFFICIENT FOR CO2–AIR. An apparatus like that shown in Fig. 9.13
is constructed so that L = 50 cm. CO2 is placed in the lower tube and air in the upper tube.
Both gases are at standard atmospheric pressure and 77◦F. The diffusion coefficient for CO2

in air is 0.164 cm2/s. Calculate the mole fraction of CO2 in each tube for (1) 5 min and (2) 2 h
after the connection between the tubes is opened.

Solution

The mole fractions are given by

x1A = N1A

N10

x1B = N1B

N10

where N10 is the initial number of moles in each tube and equal to N1A + N1B. Gas (1) is the
CO2 in this case. From Eq. (9.20)

F = x1A − x1B [a]

We calculate the optimum time as

topt = (4)(50)2

π2(0.164)
= 6180 s

The 5-min condition is far short of this so that the series solution of Eq. (9.20) must be used to
find F . Thus, with t = 300 s,

F = 8

π2

[
e−300/6180 + 1

9
e−(9)(300)/6180 + 1

25
e−(25)(300)/6180 + · · ·

]

= 8

π2
(0.9526+ 0.0718+ 0.0119+ · · ·)

= 0.8400

Using Eq. (a) and

x1A + x1B = 1.0 [b]

gives x1A = 0.92 and x1B = 0.08.
For the 2-h time t = (2)(3600) = 7200 s, and only the first term of the series needs to be

used. Thus, from Eq. (9.23)

F = 8

π2
e−7200/6180 = 0.2525

Again, using Eqs. (a) and (b) gives

x1A = 0.6262 and x1B = 0.3738
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9.6 Calorimetry 465

9.6 Calorimetry

The subject of calorimetry is concerned with a determination of energy quantities.
These quantities may be classified in terms of the thermodynamic properties of a
system, such as enthalpy, internal energy, specific heat, and heating value, or in terms
of energy flow that results from a transport of mass across the boundaries of the
thermodynamic system. Calorimetry is a very broad subject covering a majority of
the experimental determinations that are used for measurement of thermodynamic
properties. We shall give an example of calorimetry which shows the overall features
of energy and mass balances and their importance; this is the flow calorimeter, which
is used for the measurement of heating values of gaseous or liquid fuels.

The actual device usually used for the experiment is called the Junkers calorime-
ter. A schematic of the calorimeter is given in Fig. 9.14. The gaseous fuel is burned
inside the calorimeter, where it gives up heat to the cooling water. The water flow rate
is determined by weighing, and the inlet and outlet water temperatures are measured
with precision mercury-in-glass thermometers as shown. The products of combustion
are cooled to a sufficiently low temperature so that water vapor is condensed. This
condensate is collected in the graduated flask as shown. The gas-flow rate is usually
measured with a positive-displacement flowmeter. We shall discuss the system in
a general way and indicate an analysis which may be performed to determine the
heating value of the fuel.

The flow schematic for the flow calorimeter is shown in Fig. 9.15. For conve-
nience, all streams entering the device are designated with the subscript 1, while all
streams leaving the device are designated with the subscript 2. The fuel and air are
burned inside the calorimeter, and the major portion of the heat of combustion is
removed by the cooling water.

The following experimental measurements are made: the inlet and exit cooling
water temperatures Tw1 and Tw2 , the mass flow rate of fuel ṁf , the mass flow rate of
cooling water ṁw, the condensate temperature Tc2 , the entering fuel and air tempera-
tures Tf1 and Ta1 , and the relative humidity of the inlet air φ1. In addition, an analysis
of the products of combustion is made to determine the oxygen, carbon dioxide, and
carbon monoxide content. From all these data mass and energy balances may be
made to determine the heating value of the fuel. Let us consider the simple case of
the combustion of methane, CH4. We write the chemical balance equation as

aCH4+ xO2+ 3.76xN2+ bH2O → dCO2+ eCO+ fO2+ gH2O+ 3.76xN2

[9.25]

An analysis of the products gives the values of d, e, and f for 100 mol of dry products.
The mass balance then becomes

carbon

a = d + e [9.26]
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Weighing
bucket

Gas-outlet
thermometer

Water-flow
regulator

Overflow
Overflow

Incoming
water

Exit-water
temperature

Gas

Condensate

Burner

Entering-water
temperature

Figure 9.14 Schematic of the Junkers flow calorimeter.
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water vapor
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Tp2

Tw2

Tw1
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Figure 9.15 Flow schematic for calorimeter of Fig. 9.14.
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9.6 Calorimetry 467

hydrogen

4a+ 2b = 2g [9.27]

oxygen

2x+ b = 2d + e+ 2f + g [9.28]

Equation (9.26) permits an immediate determination of a. The relative humidity of
the incoming air φ1 gives a relationship for b as

b

4.76x
= pg1φ1

p1 − φ1pg1

[9.29]

where pg1 is the saturation pressure of water vapor at the inlet air temperature and
p1 is the total pressure of the incoming air–water-vapor mixture. We thus have three
unknowns (b, g, and x) and three equations [(9.27) to (9.29)] which may be solved
for the unknowns. With the mass balance now complete, an energy balance may be
made to determine the chemical energy of the incoming fuel. We observe that

ṁf1 = 16a ṁa1 = 32x+ (28)(3.76x)

ṁv1 = 18b

The water vapor in the products of combustion is calculated from

ṁv2 = 18g− ṁc [9.30]

The energy balance becomes

ṁf1

(
hf1 +Ef1

)+ ṁa1ha1 + ṁv1hv1 − ṁp2hp2 − ṁc2hc2 = ṁw

(
hw2 − hw1

)
[9.31]

where Ef1 is designated as chemical energy of the fuel. The energy term for the
products ṁphp2 is calculated from the energies of the individual constituents. Thus,

ṁphp2 = ṁCO2hCO2 + ṁCOhCO + ṁO2hO2 + ṁN2hN2 + ṁv2hv2 [9.32]

The mass flow rate of these constituents is determined from the balance conditions in
Eqs. (9.27) to (9.29).

The purpose of the above discussion is to illustrate the number of experimental
measurements that must be made in even a simple calorimetric determination like
the one shown and the fact that all these measurements influence the accuracy of
the final result. Of course, the calculated value of heating value (or chemical energy
content) will be more sensitive to some measurements than to others. For details
on the measurement techniques the reader should consult Ref. [5]. It may be noted
that there are standardized procedures available for this particular test which make
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Waist nut

Lead gasket

Pan

Needle
valve

Specimen
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wire

Figure 9.16 Schematic of the nonflow bomb calorimeter.

it unnecessary to perform all the analysis indicated above; nevertheless, this analysis
indicates the theory behind the measurement process.

The bomb calorimeter is another device frequently used for heating-value deter-
minations in solid and liquid fuels. In contrast to the flow calorimeter described above,
the measurements are made under constant-volume, nonflow conditions as shown in
Fig. 9.16. A measured sample of the fuel is enclosed in a metal container which is
subsequently charged with oxygen at high pressure. The bomb is then placed in a
container of water and the fuel is ignited through external electric connections. The
temperature of the water is measured as a function of time after the ignition process;
and from a knowledge of the mass of water in the system, the mass and specific heat
of the container, and transient heating and cooling curves the energy release during
combustion may be determined. A motor-driven stirrer ensures uniformity in tem-
perature of the water surrounding the bomb. In some circumstances external heating
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may be supplied to the jacket water to maintain a uniform temperature, while in other
instances the jacket may be left empty in order to maintain nearly adiabatic conditions
on the inner water container. A compensation for the heat lost to the environment may
be made through an analysis of the transient heating and cooling curve.

If the bomb is constructed of a Dewar flask enabling the assumption of an adia-
batic combustion process, and the work input of the stirring motor may be neglected,
we have

Q+W = 0 = �U

�U = �Ubomb +Hignition wire +Hfuel +�Uwater [9.33]

where Hignition wire and Hfuel are the heats of combustion of the ignition wire and fuel,
repectively. For a nickel wire H = 4113 kJ/kg. We also have

�Ubomb = mbombcv,bomb�T

�Uwater = mwatercv,water�T with cv,water = 4.19 kJ/kg ·◦ C

The mass of water, ignition wire consumed, and fuel sample may be determined by
weighing, and the value of �T = Tfinal − Tinitial measured during the combustion
process. The initial temperature is the steady value measured before ignition and
the final temperature is the value when the temperature-time curve levels out after
ignition. The value of mbombcv,bomb = cv,bomb, which is dependent on the specific
construction materials for the bomb may be determined through a calibration process
where a substance with known Hfuel is burned and the valued of bomb-specific heat
determined from Eq. (9.33). Benzoic acid crystals [C6H5COOH, ρ = 1.08 g/cm3,
Hfuel = 26980 kJ/kg] are typically used for such calibration.

HEATINGVALUE OF FUELS

The energy release when a fuel is burned with oxygen, or air, is called the heating
value of the fuel and may be measured with a flow or bomb calorimeter as described
above. In industrial applications the quantity that is of economic interest is the higher
heating value, which is defined as the energy released per unit mass of fuel when the
fuel is burned with the theoretical amount of air and the water in the products due to
combustion is in the liquid state.

In a large pipeline carrying a gaseous or liquid fuel, it is not convenient to extract
fuel samples on a frequent basis and conduct the time-consuming flow calorimeter test
to determine the heating value of the fuel. Yet the heating value must be determined
to account for any changes if fuel composition, or possible leakage of air into the
pipeline in the case of a gaseous fuel. The solution to the problem is to measure the
chemical composition of the fuel on a continuous basis using spectroscopic methods.
The heating value of the fuel is then computed from known values of the enthalpies
of formation of the individual constituents. Basic data are stored in a computer and
an immediate calculation is performed to give the heating value of the fuel. If any
particularly unusual anomalies occur, a physical sample of the fuel may be tested to
confirm the calculation.
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Table 9.1 Approximate Higher Heating Values of Fuels

Gaseous fuels at 1 atm (101.32 kPa) and 20◦C

Methane, CH4 37.3 kJ/liter
Propane, C3H8 93.1
Butane, C4H10 119.2
Natural gas (largely methane) 38.4

Liquid fuels at 20◦C

Propane, C3H8 25800 kJ/liter
Butane, C4H10 36200
Methanol, CH3OH 15900
Ethanol, C2H5OH 21200
Gasoline 35000
Vegetable oil 34200
Motor oil 35000
Kerosene 38500
#2 Fuel oil 39500
#4 Fuel oil 41300

Solid fuels

Coal
Anthracite 30200 kJ/kg
Bituminous 28000
Lignite 11600–14000

Wood
Softwood 11200
Hardwood 10000

Corn (avg, shelled and raw) 18600

Some typical heating values for hydrocarbon fuels are given in Table 9.1. We
should note that the higher heating values do not represent the actual energy release
in a typical industrial application of burning of a hydrocarbon fuel. The products of
combustion will almost always be at a temperature high enough to cause the water in
the products to be in a vapor state, and probably at a much higher temperature. This
higher temperature consumes part of the higher heating value, leaving less energy
available for operating the specific industrial process. Nevertheless, the price of fuels
is based on higher heating values, and economic evaluations of industrial processes
must take this fact into account.

9.7 Convection Heat-Transfer Measurements

Determination of convection heat-transfer coefficients covers a very broad range of
experimental activities. In this section we shall illustrate only two simple experimental
setups; one for a forced-convection system and one for a free-convection system. The
interested reader should consult Ref. [2] for more information.
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9.7 Convection Heat-Transfer Measurements 471

Consider the experimental setup shown in Fig. 9.17. It is desired to obtain con-
vection heat-transfer coefficients for the flow of water in a smooth tube. Heat is
supplied to the tube by electric heating as shown. The tube is usually made of a
high-resistance material like stainless steel to reduce the electric current necessary
for heating. Thermocouples are spot-welded or cemented to the outside surface of
the tube to measure the wall temperature. Either thermocouples or thermometers are
inserted in the flow to measure the water temperature at inlet and outlet to the heated
section. A voltmeter and ammeter measure the power input to the tube, while some
type of flowmeter measures the water flow rate. The electrically heated tube delivers
a constant heat flux to the water (constant Btu/h · ft2 or W/m2 of tube surface) so that
it is reasonable to assume a straight-line variation of water bulk temperature from
inlet to outlet. Thus, the wall and bulk temperatures are known along the length of the
tube, and the heat-transfer coefficient may be calculated at any axial location from

q = hA(Tw − TB) [9.34]

where A is the total inside-heated surface area of the tube, Tw and TB are the wall and
bulk temperatures at the perpendicular location, and q is the total heat-transfer rate,
given by

q = EI [9.35]

E and I are the voltage and current impressed on the test section. The heated surface
area is

A = πdiL [9.36]

The outside surface of the tube must be covered with insulation to ensure that all the
electric heating is dissipated in the water.

In Example 16.1 of Chap. 16 we apply a design protocol to arrive at very specific
test section and equipment specifications for this type of convection experiment.

I

E

Water

Flowmeter

Voltmeter

Thermocouples

Ammeter

Insulation

High-current
transformer

Line voltage

T1 T2

Figure 9.17 Schematic of apparatus for determination of forced convection
heat-transfer coefficients in smooth tubes.
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Figure 9.18 Schematic of heated cylinder arrangement for determination of
free-convection heat-transfer coefficients.

The interested reader may wish to skip to that section to see how such an experiment
is conducted in some detail, including applications of uncertainty analysis in the design
protocol, and preliminary estimates to determine ranges for experimental data.

Asimple experimental setup for determination of natural-convection heat-transfer
coefficients on a horizontal cylinder is shown in Fig. 9.18. The heated horizontal cylin-
der consists of three sections. The center section is the test element, while the two end
sections are guard heaters that eliminate end losses from the center section. All three
sections are electrically heated and instrumented with thermocouples which measure
their respective surface temperatures. The electric current to the guard heaters is ad-
justed so that their temperature is just equal to the temperature of the center section.
At this balance condition all the electric heating of the center section is dissipated to
the surrounding air or enclosure. The total heat loss from the test element is given by

q = hA(Tw − T∞)+ σεA
(
T 4
w − T 4

s

)
[9.37]

where h is the free-convection heat-transfer coefficient, Tw is the test section tem-
perature, ε is the surface emissivity, T∞ is the surrounding air temperature, Ts is the
temperature of the surrounding room or enclosure, and A is the surface area, given by

A = πdL [9.38]

The heat-transfer rate q is determined from measurement of the electric-power input
to the test section. To determine the value of h from Eq. (9.37), the surface emissivity
must be known. In practice, the test-section surface is usually nickel- or chrome-plated
so that the radiation loss is small compared with the convection loss.

Example 9.6 FREE-CONVECTION MEASUREMENT. A 30 × 30-cm square metal plate is used for
a determination of free-convection heat-transfer coefficients. The plate is placed in a vertical
position and exposed to room air at 20◦C. The plate is electrically heated to a uniform surface
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temperature of 50◦C, and the heating rate is measured as 15.0 ± 0.2 W. The emissivity of
the surface is estimated as 0.07 ± 0.02. Determine the nominal value and uncertainty of the
heat-transfer coefficient, assuming that the temperature measurements are exact. Assume that
the effective radiation temperature of the surroundings is 20◦C.

Solution

The nominal value of the heat-transfer coefficient is obtained from Eq. (9.37):
q

A
= h(Tw − T∞)+ σε

(
T 4

w − T 4
s

)
[a]

where Tw = 50◦C T∞ = Ts = 20◦C

ε = 0.07
q

A
= 15

(0.3)2
= 166.7 W/m2

The resulting value of h is

h = 5.091 W/m2 · ◦C
From Eq. (a) the explicit relation for h is

h = 1

Tw − T∞

[
q

A
− σε

(
T 4

w − T 4
s

)]
[b]

The uncertainty may be obtained from this expression using Eq. (3.2). We have

∂h

∂(q/A)
= 1

Tw − T∞
wq/A = 0.2

(0.3)2
= 2.22 W/m2

∂h

∂ε
= −σ

(
T 4

w − T 4
s

)
Tw − T∞

wε = 0.02

The uncertainty in h is thus

Wh =
{(

1

30

)2

(2.22)2 +
[
(5.669× 10−8)(3234 − 2934)

30

]2

(0.02)2

}1/2

= (5.476× 10−3 + 0.01764)1/2

= 0.152 W/m2 · ◦C

or
Wh

h
= 0.0299 = 2.99%

9.8 Humidity Measurements

The water-vapor content of air is an important parameter in many processes. Proper
control of critical operations with fabrics, papers, and chemicals frequently hinges
upon a suitable control of the humidity of the surrounding environment. We shall
discuss four basic techniques for measurement of the water-vapor content of air. First,
let us consider some definitions. The specific humidity, or humidity ratio, is the mass
of water vapor per unit mass of dry air. The dry-bulb temperature is the temperature
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474 C H A P T E R 9 • Thermal- and Transport-Property Measurements

of the air–water-vapor mixture as measured by a thermometer exposed to the mixture.
The wet-bulb temperature is the temperature indicated by a thermometer covered with
a wicklike material saturated with liquid after the arrangement has been allowed to
reach evaporation equilibrium with the mixture, as indicated in Fig. 9.19. The dew
point of the mixture is the temperature at which vapor starts to condense when the
mixture is cooled at constant pressure.

The relative humidity φ is defined as the ratio of the actual mass of vapor to the
mass of vapor required to produce a saturated mixture at the same temperature. If the
vapor behaves like an ideal gas,

φ = mv

msat
= pvV/RvT

pgV/RvT
= pv

pg

[9.39]

where pv is the actual partial pressure of the vapor and pg is the saturation pressure
of the vapor at the temperature of the mixture. The specific humidity is

ω = mv

ma

[9.40]

which, for ideal-gas behavior, becomes

ω = 0.622
pv

pa

[9.41]

where pa is the partial pressure of the air.
The most fundamental method for measuring humidity is a gravimetric procedure,

which is used by NIST for calibration purposes. A sample of the air–water-vapor
mixture is exposed to suitable chemicals until the water is absorbed. The chemicals

Wet bulb

Vapor
diffusion

Saturated
wick material

Dry bulb

Figure 9.19 Measurement of dry- and wet-bulb temperatures.
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9.8 Humidity Measurements 475

are then weighed to determine the amount of vapor absorbed. Uncertainties as low as
0.1 percent can be obtained with this method.

There is a definite analytical relationship between the dry-bulb, wet-bulb, and
dew-point temperatures of a mixture and its humidity. A determination of any two
of these temperatures may be used to calculate the humidity. The classic method
used for humidity determination in large open spaces is a measurement of the dry-
and wet-bulb temperatures with a sling psychrometer. Both thermometers are rotated
with a speed of about 5 m/s and the temperatures are recorded. The vapor pressure of
the mixture may then be calculated with Carrier’s equation:

pv = pgw − (p− pgw)(TDB − TWB)

Kw − TWB
[9.42]

where pv = actual vapor pressure
pgw = saturation pressure corresponding to wet-bulb temperature

p = total pressure of mixture
TDB = dry-bulb temperature, ◦F or ◦C
TWB = wet-bulb temperature, ◦F or ◦C
Kw = 2800 when T is in ◦F

= 1537.8 when T is in ◦C

The specific or relative humidity is then calculated from Eq. (9.39) or (9.41). For
calculation purposes a plot of the saturation pressure for water vapor as a function of
temperature is given in Fig. 9.20.
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Figure 9.20 Saturation pressure for water vapor.
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476 C H A P T E R 9 • Thermal- and Transport-Property Measurements

An alternate to the sling psychrometer uses two precision-matched temperature
sensors, one for dry bulb and one for wet bulb. The sensors are enclosed in a portable
chamber which also contains a fan to blow the ambient air across the temperature
elements. Based on Eq. (9.42), equations for the thermodynamic properties of water
vapor, and the measured temperatures, a microprocessor circuit may be used to cal-
culate the relative humidity and to furnish a visual display or electrical readout. This
instrument requires periodic changes of wick material for the wet-bulb sensor as well
as frequent recharging of the wick with distilled water.

The sling psychrometer is not suitable to automation or continuous-recording
requirements. For such applications a Dunmore-type electrical humidity transducer
is used. This transducer consists of a resistance element which is constructed by
winding dual noble-metal elements on a plastic form with a carefully controlled
spacing between them. The windings are then coated with a lithium chloride solution,
which forms a conducting path between the wires. The resistance of this coating
is a very strong function of relative humidity and thus may be used to sense the
humidity. An ac bridge circuit, as discussed in Chap. 4, is normally used for sensing
the resistance of the transducer. Because of wide nonlinear variation of the resistance
of the coating with humidity, a single transducer is normally suitable for use only
over a narrow range of humidities. If measurements over a wide range of humidities
are desired, multiple sensors can be employed, each with a coating suitable for some
segment of the humidity spectrum. In general, a single transducer is not used over
much more than a 10 percent relative-humidity range. Accuracies for the device are
about 1.5 percent relative humidity and may be used over an operating range of−40
to +150◦F (−40 to 65◦C).

Calibration of these humidity sensors may be accomplished by exposing the
sensor to standard samples wherein a closed air space is maintained in equilibrium
with a saturated aqueous salt solution. Some example solutions are shown in Table 9.2.
A zero relative-humidity level may be maintained in a closed air sample with a
molecular sieve desiccant.

The humidity of a mixture may also be determined with a measurement of dew-
point temperature. For this purpose the conventional technique is to cool a highly
polished metal surface (mirror) until the first traces of fogging or condensation appear

Table 9.2 Relative humidities over saturated salt solutions

Lithium Magnesium Sodium Ammonium
Chloride Chloride Dichromate Sodium Potassium Dihydrogen Potassium
Monohydrate, Mexahydrate, Dihydrate, Chloride, Chromate, Phosphate, Sulfate,

Temperature % % % % % % %

15◦C (59◦F) — 34 56 76 — — 97
20◦C (68◦F) 11 34 55 76 87 93 97
25◦C (77◦F) 11 33 54 75 86 93 97
30◦C (86◦F) 11 33 52 75 86 92 97
35◦C (95◦F) 11 33 51 75 86 92 96
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9.8 Humidity Measurements 477

when the surface is in contact with the mixture. The temperature of the surface for the
onset of fogging is then the dew point. The sensitivity of the measurement process
may be improved by using a photocell to detect a beam of light that is reflected from
the surface. The intensity of the reflected beam will decrease at the onset of fogging,
and this point may be used to mark the temperature signal from the mirror as the dew
point. For continuous monitoring of dew point the mirror-photocell technique may be
modified by connecting the mirror to a low-temperature source like a dry-ice-acetone
bath and simultaneously to an electric-heating element. An appropriate electronic
circuit senses the output of the photocell and causes the electric heater to be actuated
when the output drops as a result of fogging. The heater then remains on until the
mirror surface is clear and the photocell output rises, thereby reducing the heater
current. Basically, the system just described is a control system to maintain the mirror
at the dew-point temperature regardless of changes in environment. A thermocouple
attached to the mirror may then be used to monitor the dew point continuously. A
summary of humidity-measurement techniques is given in Refs. [9] to [11]. The
thermodynamics of air–water-vapor mixtures is discussed in Ref. [12].

Example 9.7A sling psychrometer is employed to measure humidity in an air space maintained at a total
pressure of 0.9 atm. The device indicates dry-bulb and wet-bulb temperatures of 35◦C and
20◦C, respectively. Calculate the dew point and relative humidity.

Solution

The actual vapor pressure for the water in the air may be calculated with Eq. (9.42), with the
value of pgw obtained from Fig. 9.20 as

pgw = 2300 Pa

We also have

p = 0.9 atm = 91200 Pa

Inserting the values in Eq. (9.42) gives

pv = 2300− (91200− 2300)(35− 20)/(1537.8− 20)

= 1421 Pa

This is the saturation pressure corresponding to the dew-point temperature. Consulting Fig. 9.20
we find

TDP = 12◦C

At the dry-bulb temperature we find

pg = 5800 Pa

so that the relative humidity may be calculated from Eq. (9.39) as

φ = 1421/5800 = 24.5 percent
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9.9 Heat-Flux Meters

There are many applications where a direct measurement of heat flux is desired. In
this section we shall discuss a few devices for such measurements. The first type of
heat-flux meter we shall consider is the slug sensor shown in Fig. 9.21. A slug of
high thermal conductivity is installed in the wall as shown with a surrounding layer
of insulation. When the slug is subjected to a heat flux at the surface, its temperature
will rise and give an indication of the magnitude of the heat flux. Assuming that the
temperature of the slug remains uniform at any instant of time, the transient-energy
balance becomes

q

A
= mc

A

dTs

dτ
− U(Ts − Tw) [9.43]

where q/A = imposed heat flux
m = mass of the slug
c = specific heat of the slug
U = coefficient expressing the conduction loss to the surrounding wall
Ts = temperature of the slug
Tw = surrounding wall temperature

It is clear that a solution of Eq. (9.43) will give the slug temperature as a func-
tion of the heat flux and the properties of the slug. Thus, a measurement of Ts may be
taken as an indication of the heat flux.

Some problems are encountered in using slug sensors. First, for very high heat
fluxes the temperature of the slug may not remain uniform and a more cumbersome
analysis must be employed to calculate the heat flux from the temperature measure-
ments. Second, the presence of the sensor alters the temperature profile in the wall;
in particular, the temperature at the sensor location is higher than it might have been
otherwise (for slug conductivity greater than wall conductivity), thereby influencing
the net heat flux at the point of measurement, whether it occurs by convection, ra-
diation, or a combination of both. Third, the slug sensor is clearly adapted only to

Insulation

Thermocouple

Slug

q

Figure 9.21 Slug-type heat-flux meter.
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9.9 Heat-Flux Meters 479

transient measurements. As soon as the wall reaches equilibrium, the temperature of
the slug will no longer be indicative of the heat flux. Additional information on the
response of slug-type sensors is available in Refs. [13], [14], and [19].

The Gardon [15] heat-flux meter is depicted in Fig. 9.22. A thin constantan disk
is mounted to a copper heat sink, as shown, with the heat sink installed in the wall
material. A small copper wire is then attached to the center of the disk and, along
with a wire connected to the copper sink, forms the two wires of a copper-constantan
thermocouple to measure the temperature difference between the center of the disk
and the sides. A heat-flux incident on the disk is absorbed and conducted radially out-
ward, thereby creating the temperature difference that is sensed by the thermocouple.
The only losses in the gage are the radiation losses from the back side of the disk to the
copper heat sink, but by careful calibration this may be taken into account with little
difficulty. Heat fluxes over a range of 5×104 to 106 Btu/h · ft2 (0.15 to MW/m2) may
be measured with the device. Time constants of the order of 0.1 s are experienced.
Increased sensitivity may be obtained by using a copper disk, along with a positively
doped bismuth-telluride center connection [17].

Avery versatile heat-flux meter has been described by Hager [16] and is marketed
by the RdF Corp., Hudson, NH. The meter operates on the principle of measuring
the temperature drop across a thin insulating material of about a 0.0003-in (7.6-μm)
thickness. The temperature drop is directly proportional to the heat conducted through
the material in accordance with Fourier’s law [Eq. (9.1)]. The unique feature of
these meters is the butt-bonding process, which allows a distortion-free joining of
copper-constantan on both sides of the material. The detailed construction is indicated
in Fig. 9.23, with a number of junctions connected in series to produce a thermopile.
As many as 40 junctions may be produced in this manner within a space of about
1 in2. The junctions are covered with a protective coating, but the total thickness of
the heat-flux meter is never more than 0.012 in (0.3 mm). The maximum heat flux
that may be accommodated with the meter is about 2× 105 Btu/h · ft2 (0.63 MW/m2)
at a maximum operating temperature of 500◦F (260◦C). Sensitivity ranges from 0.07
to 27 mV · ft2 · s/Btu (0.062 to 23.8 mV · cm2/W), depending on the number of

Copper wiresCopper
heat sink

Constantan disk

q

Figure 9.22 Gardon foil-type heat-flux meter, according to Ref. [15].
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Thickness S

Thermoelectric
material A

Thermoelectric
material B

Upper junctions at T1

Lower junctions at T2

q

Figure 9.23 Detail of heat-flux meter operating on conduction principle.
(Courtesy of RdF Corp., Hudson, NH.)

Figure 9.24 Photographs of assembled microfoil heat-flux meters. (Courtesy of RdF
Corp., Hudson, NH.)
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9.10 pH Measurement 481

junctions employed. Time constants range between 0.02 and 0.4 s. Figure 9.24 shows
some photographs of typical meter configurations.

An excellent summary of heat-flux measurement techniques is given in Ref. [23],
including comparative discussions of the methods previously described and general
comparisons of differential temperature and calorimetric methods. Tabular compar-
isons of the response times, suitable operating temperature ranges, and other instal-
lation and manufacturing considerations are also given.

9.10 pH Measurement

The pH of a solution is a measure of the hydrogen ion concentration CH and is defined
by

pH = log CH [9.44]

A typical pH meter is shown in Fig. 9.25. A special glass electrode is used which is
permeable only to hydrogen ions. The very thin bottom therefore acts as a membrane.
A reference electrode of calomel is also placed in the solution. Reversible electrodes
are attached to both the glass and reference electrode, and hydrochloric acid (1 N) is
contained in the sealed glass electrode.

The net potential across the membrane is given by

�vi = −2.30
�T

F log
CH

CR

[9.45]

where � = universal gas constant, 8314 J/kg · mol · K
T = absolute temperature, K
F = Faraday’s constant, 0.647× 107 C/kg · mol

CH = hydrogen ion concentration in solution
CR = concentration in glass electrode

(CR = 1.0 for 1 N HCl)

dc
amplifier

Current output
proportional
to pH

Reversible
electrode

��i

CR
(HCl)

CH
Solution

Glass
electrode

Reference
electrode

Figure 9.25 Schematic of pH meter.
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Table 9.3 Approximate pH values
of common substances

Substance pH

Battery acid 0.3
Lemon juice 2.3
Vinegar 2.9
Orange juice 4.3
Boric acid 5.0
Corn 6.2
Milk 6.7
Distilled water 7.0
Blood 7.5
Sea water 8.0
Baking soda 8.4
Milk of magnesia 10.3
Ammonia 11.4
Bleach 12.6

Inserting the constants and making use of the definition of pH gives

�vi = −1.98× 10−4T (pH units) [9.46]

Because the resistance of the glass membrane is very high (on the order of 100 M
)
a dc amplifier with high-input impedance must be used. Figure 4.32j is an example
of an operational amplifier configuration which might be employed. Calibration is
achieved by inserting the electrodes in a solution of known pH and adjusting the
output meter for a proper reading.

For reference purposes pH values of some common substances are given in
Table 9.3. A value of 7.0 is neutral (distilled water), while values less than 7 are acidic
and values greater than 7 are basic (alkaline).

9.11 Review Questions

9.1 Write the defining equation for thermal conductivity.

9.2 What is a guarded hot-plate apparatus? Under what conditions is it applied?

9.3 How are thermal conductivities of metals measured?

9.4 What are some of the considerations that must be applied for gas and liquid ther-
mal conductivity that are not important in thermal-conductivity measurements
for solids?

9.5 Write the defining equation for viscosity.

9.6 What is the operating principle of the Saybolt viscosimeter?

9.7 Write the defining equation for diffusion coefficient.
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9.8 How does a Loschmidt apparatus function?

9.9 Describe the flow calorimeter.

9.10 Describe the bomb calorimeter.

9.11 Write the defining equation for the heat-transfer coefficient.

9.12 How does a sling psychrometer measure relative humidity?

9.13 Describe a technique for measuring dew point.

9.14 What is the operating principle of the slug-type heat-flux meter?

9.15 What is a Gardon heat-flux meter?

9.12 Problems

9.1. The following data are taken from Ref. [6] on an apparatus like that shown
in Fig. 9.3. The measurements were made on a lead sample whose thermal
conductivity is taken to be 0.352 W/cm · ◦C at 0◦C.

Thermocouple Temperature, Distance between Adjacent
Positions ◦C Thermocouples, cm

1 277.3 3.14
2 231.6 3.14
3 186.5 3.14
4 143.0 3.15
5 100.3
6 78.6 3.16
7 37.3

Using these data, construct a graph of the thermal conductivity of lead versus
temperature.

9.2. The apparatus of Fig. 9.3 is used for measurement of the thermal conductivity
of an unknown metal. The lengths of the unknown and known bars are the same,
and five thermocouples are equally spaced on each bar. From the temperature
and heat-flux measurement the thermal conductivity of the unknown is to be
established as a function of temperature. Design the apparatus to measure the
thermal conductivity of a material, with k ∼ 100 Btu/h · ft · ◦F. Consider the
influence of thermocouple spacing, dimensions of the bars, heat-flux measure-
ment, and temperature measurement on accuracy. Take the thermal conductivity
of the known material as exactly 20 Btu/h · ft · ◦F.

9.3. A concentric-cylinder device like that in Fig. 9.5 is used for a measurement of
the thermal conductivity of water at 35◦C. Using the dimensions given in the
text, discuss the influence of the heat-flux and temperature measurements on
the accuracy of the thermal-conductivity determination.
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9.4. The viscosity of water is 1.65 lbm/h · ft at 100◦F. A small capillary tube 50 ±
0.01 ft long is to be used to check this value. Calculate the maximum allowable
flow rate for an inside tube diameter of 0.100± 0.001 in. Calculate the pressure
drop for this flow rate and estimate the allowable uncertainty in the pressure
drop in order that the uncertainty in the viscosity does not exceed 5 percent.
Assume that the flow rate is measured within ±0.01 lbm/h.

9.5. The rotating concentric-cylinder apparatus of Fig. 9.9 is used to measure the
viscosity of water at 100◦F. The inner cylinder radius is 1.50 ± 0.001 in, and
its length is 4.00± 0.002 in. The outer cylinder is rotated at a speed of 1800±
2 rpm. The outer cylinder radius is 1.60 ± 0.001 in and the gap spacing at the
bottom of the cylinder is 0.500± 0.005 in. Calculate the nominal torque which
will be measured and estimate the allowable uncertainty in this measurement
in order that the overall uncertainty in the viscosity does not exceed 5 percent.
Repeat the calculation for glycerin at 100◦F.

9.6. The tolerance limits on the radii of the inner and outer cylinders of Fig. 9.9
exert a strong influence on the accuracy of the viscosity measurement. Estab-
lish a relation expressing the percent uncertainty in the viscosity measurement
as a function of the uncertainty in these radius measurements. Assume that
the torque, angular velocity, and bottom-spacing measurements are exact for
this calculation. Assume that the uncertainty (tolerance) is the same for both
cylinders.

9.7. The viscosity of a gas is to be determined by measuring the flow rate and
pressure drop through a capillary tube. The experimental variables which are
measured are:

Inlet pressure p1

Pressure differential �p = p1 − p2

Temperature T

Mass flow rate ṁ

Tube diameter d = 2r

Derive an expression for the percent uncertainty in the viscosity measurement
in terms of the uncertainties in these five primary measurements. In view of
the information in Chaps. 5 to 8, discuss the relative influence of each of the
measurements, i.e., which primary measurement will probably have the most
effect on the final estimated uncertainty in the viscosity.

9.8. The viscosity of an oil having a density of 51.9 lbm/ft3 is measured as
200 Saybolt seconds. Determine the dynamic viscosity in units of centipoise
and pounds-mass per hour-foot.

9.9. A Loschmidt apparatus is used to measure the diffusion coefficient for benzene
in air.At 25◦C the diffusion coefficient is 0.088 cm2/s for a pressure of 1 standard
atmosphere. Both tubes have a length of 60 cm. Calculate the mole fraction of
benzene in each tube 10 min and 3 h after the connection between the tubes is
opened.
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9.10. A Loschmidt apparatus with L= 50 cm is used to measure the diffusion
coefficient for CO2 in air. After a time of 6.52 min the mole fraction of CO2 in
the upper tube is 0.0912. Calculate the value of the diffusion coefficient.

9.11. For t = topt, calculate the relative magnitudes of the first four terms in the series
expansion of Eq. (9.20). Repeat for t = 1

2 topt and t = 2topt.

9.12. Obtain a simplified expression for the heating value of methane as measured
with a flow calorimeter with the following conditions:

Ta1 = Tf1 = Tp2 = Tc2 φ1 = 0

The incoming gaseous fuel is saturated with water vapor.

9.13. Design an apparatus like that shown in Fig. 9.17 to measure forced-convection
heat-transfer coefficients for water at about 200◦F in a range of Reynolds num-
bers from 50,000 to 100,000 based on tube diameter; i.e.,

Red = ρumd

μ

where um is the mean flow velocity in the tube. Be sure to specify the accu-
racy and range of all instruments required and estimate the uncertainty in the
calculated values of the heat-transfer coefficients.

9.14. Design an apparatus like that shown in Fig. 9.18 to measure free-convection
heat-transfer coefficients for air at atmospheric pressure and ambient tempera-
ture of 20◦C. The apparatus is to produce data over a range of Grashof numbers
from 105 to 107, where

Grashof number = Gr = ρ2gβ(Tw − T∞)d3

μ2

where β = volume coefficient of expansion for air
d = tube diameter

Tw = tube surface temperature
T∞ = ambient air temperature

The properties of the air are evaluated at the film temperature defined by (see
Table 8.5)

Tf = Tw + T∞
2

The Grashof number is dimensionless when a consistent set of units is used.
Be sure to specify the accuracy and range of all instruments used and estimate
the uncertainty in the calculated values of the heat-transfer coefficient.

9.15. A copper sphere 2.5 cm in diameter is used as a slug-type heat-flux meter.
A thermocouple is attached to the interior and the transient temperature
recorded when the sphere is suddenly exposed to a convection environment.
Plot the time response of the system for sudden exposure to an environment
with h = 570 W/m2 · ◦C. Assume the sphere is initially at 95◦C and the
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environment temperature remains constant at 35◦C. What is the time constant
of this system?

9.16. A heat-flux meter is to be constructed of a thin layer of glasslike substance
having a thermal conductivity of 0.4 Btu/h · ft · ◦F. The temperature drop across
the layer will be measured with a thermopile consisting of 10 copper-constantan
junctions. The glass thickness is 0.008 in. Calculate the voltage output of the
thermopile when a flux of 105 Btu/h · ft2 is imposed on the layer.

9.17. The dry- and wet-bulb temperatures for a quantity of air at 14.7 psia are mea-
sured as 95 and 75◦F, respectively. Calculate the relative humidity and the dew
point of the air–water-vapor mixture.

9.18. An air–water-vapor mixture is contained at a total pressure of 206 kPa. The
dry-bulb temperature is 32◦C. What will be the wet-bulb temperature if the
relative humidity is 50 percent?

9.19. The thermal conductivity of an insulating material is to be determined using a
guarded hot-plate apparatus. A 30 × 30-cm sample is used, and the approxi-
mate thermal conductivity is about 1.7 W/m · ◦C. A differential-thermocouple
arrangement is used to measure the temperature drop across the sample with
an uncertainty of±0.3◦C. A heat input of 5 kW± 1 percent is supplied, with a
resulting temperature drop of 55◦C. The sample thickness is 2.0 mm. What is
the thermal conductivity and its uncertainty, assuming no heat losses and that
the sample dimensions are known exactly?

9.20. Wet-bulb and dry-bulb thermometers of air at 1 atm read 20◦C and 35◦C,
respectively, within±0.5◦C. Calculate the relative humidity and dew point and
their uncertainties.

9.21. Devise an apparatus for measuring the thermal conductivity of window glass.
Specify heating requirements and temperature measurement techniques. Esti-
mate uncertainty in the measurement.

9.22. Devise a capillary tube arrangement for measuring the viscosity of air at 20◦C.
Specify dimensions, flow rates, and temperature and pressure measurement
requirements and techniques.

9.23. The dew point of air at 40◦C is measured as 25◦C± 0.5◦C. Calculate the relative
humidity and wet-bulb temperatures and their uncertainties.

9.24. Show that 1 lbf · s/ft2 = 1.158× 105 lbf/h · ft.
9.25. The convection heat-transfer coefficient for free convection from a sphere is

given by

h̄d

kf

= 2+ 0.43(Grf Prf )
1/4

where the nomenclature is as defined in Table 8.6. Suppose a copper sphere
having a diameter of 10 mm is initially heated to a uniform temperature of 200◦C
and then allowed to cool by a free convection in room air at 20◦C. The sphere
is coated with a highly reflective material such that radiation can be neglected.
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Assuming the sphere behaves as a “lump” or “slug,” plot its temperature as a
function of time during the cooling process.

9.26. Suppose the sphere in Prob. 9.25 is to be used to measure values of the convec-
tion coefficient h at temperatures of 150, 100, and 50◦C, with an uncertainty of
±5 percent. Specify temperature and time measurements and their acceptable
uncertainties to accomplish these objectives.

9.27. Suppose the sphere in Prob. 9.25 is blackened such that its emissivity is 1.0 and
the surrounding radiation temperature is 20◦C. Plot the sphere temperature as
a function of time under this condition. Note that

qrad = σAε
(
T 4

sphere − T 4
surr

)
where ε = 1.0 and A is the surface area.

9.28. Repeat Prob. 9.27 for the radiation condition of Prob. 9.26.

9.29. Construct a matrix table for converting units of dynamic viscosity with the
following units: lbf-s/ft2, lbf/h-ft, centipoise, kg/m-s, N-s/m2.

9.30. Acomposite layer is formed of 3 mm of copper, 2 mm of constantan, and 3 mm
of copper. Constantan has the thermal properties of 18-8 stainless steel. If a
heat flux of 100 W/cm2 is imposed on one of the copper surfaces, what emf
would be generated by the arrangement?

9.31. An apparatus like that shown in Fig. 9.17 is to be designed to measure the
heat-transfer coefficients for air flowing in a 12-mm-diameter tube having a
wall thickness of 0.8 mm. The length of the tube is 2.0 m. Using the forced con-
vection relations of Chap. 8 with an approximate Reynolds number of 100,000,
design the experiment; that is, specify the voltages, currents, flow rates, tem-
peratures, and heat fluxes which may be experienced. Specify the devices to
be used for the various measurements, estimate the uncertainties in the mea-
surements, and subsequently estimate the uncertainties which will result in the
final determination of the convection heat-transfer coefficients.

9.32. ASaybolt viscosimeter is used to measure the viscosity of an oil having ν = 50
centistokes. To what uncertainty must the drainage time be determined so that
ν is measured within ± 1 percent?

9.33. A capillary tube apparatus is to be used for measuring viscosities of oils with
ν ∼ 0.001 m2/s and ρ ∼ 890 kg/m3. The design Reynolds number is 500.
Calculate the length of a 1.0-mm-diameter tube which will produce a pressure
drop of 40 kPa.

9.34. The apparatus of Fig. 9.6 is used to measure the thermal conductivity of air at
400K.The temperature difference between the emitter and receiver ismeasured
as 10◦C. For the dimensions given in the text, determine the required power
input.

9.35. An apparatus like that shown in Fig. 9.3 is to be used to measure the thermal
conductivity of a solid having an approximate value of k = 15 W/m · ◦C. The
“standard” metal used for comparison has k = 69 W/m · ◦C. If sample and
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488 C H A P T E R 9 • Thermal- and Transport-Property Measurements

standard both have nominal lengths of 10 cm, calculate the heat flux for an
overall temperature difference of 25◦C.

9.36. An insulating material has a thermal conductivity of approximately
0.05 W/m · ◦C that is to be measured with a guarded hot-plate apparatus. The
material is rather fragile so that the thickness is difficult to determine exactly.
A sample having a nominal thickness of 10 cm is to be exposed to a heat flux
in the apparatus that will produce a temperature difference across the insula-
tion sample of 15 ± 0.2◦C. Assuming the heat-flux determination is within
±1 percent, what is the allowable uncertainty in the thickness measurement
that will produce an overall uncertainty of ±5 percent in the determination
of k? Comment on the result.

9.37. A Saybolt viscosimeter is used to measure the viscosity of a certain oil. The
time for drainage of the standard 60-mL sample is 140 ± 1 s. Calculate the
dynamic viscosity of the oil in units of kg/m · s if the density is 880 kg/m3.

9.38. The dry-bulb and dew-point temperatures of an air–water-vapor sample at 1 atm
total pressure are measured as 30◦C and 10◦C, respectively. The uncertainty in
each measurement is±1◦C. Using an appropriate set of steam tables, determine
the relative humidity of the mixture and percent uncertainty. Note: pv is the
saturation pressure of water vapor corresponding to the dew-point temperature.

9.39. A slug-type heat-flux sensor operating on the principle described by Eq. (9.43)
has U = 0.1 W/m2 · ◦C. The slug is a copper cube 2 mm on a side. What heat
flux would be necessary to produce a rise in temperature of the sensor of 50◦C
in a time of 20 s? State assumptions.

9.40. Using properties given in the appendix, comment on the merits of using a
capillary tube for measurement of the dynamic viscosity of motor oil or air.

9.41. A horizontal copper cylinder having a diameter of 2 cm is heated internally
and dissipates the energy by free convection to surrounding air at 20◦C and
1 atm. Using the appropriate formula of Table 8.8, calculate the free convection
heat loss for a cylinder length of 1 m and surface temperature of 70◦C. What
temperature difference along a 3-m length of solid copper barwould be required
to produce the same heat-transfer rate? How does this result relate to the use
of guard sections shown in Fig. 9.18?

9.42. Suppose the slug sensor of Prob. 9.39 has aU value of 100W/m2 · ◦C.What heat
fluxwould be needed to produce the 50◦C temperature rise in this circumstance?
Should any problems be anticipated? State assumptions.

9.43. Calculate the dew point and relative humidity for an air–water vapor mixture at
1 atm,with dry-bulb andwet-bulb temperatures of 40◦Cand 20◦C, respectively.

9.44. Calculate the drainage time for an oil having a kinematic viscosity of 60 cen-
tistokes when placed in a Saybolt viscosimeter.

9.45. A capillary tube is to be designed to operate as a measuring device for oils
having ν in the range of 0.0015 m2/s and density of about 750 kg/m3.Assuming
a design Reynolds number of 600, what length of a 1.0 mm diameter tube would
be required to produce a pressure drop of 45 kPa?
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9.13 References 489

9.46. Consider the combustion of methane and gaseous propane with the theoretical
air. Calculate the ratio (kg of CO2 generated) (kJ of higher heating value).

9.47. The series-bars apparatus shown in Fig. 9.3 is used to measure the thermal
conductivity of solid having k = 12 W/m-◦C and the standard metal bar has
k = 69 W/m-◦C. An overall temperature difference of 30◦C is imposed on the
assembly. Both bars have a length of 9 cm. Calculate the heat flux that will be
experienced.

9.48. The drainage time for a standard sample of a certain oil is 150 s from a Say-
bolt viscosimeter. The specific gravity of the oil is 0.8. Calculate the dynamic
viscosity of the oil.

9.49. A small copper cube 2.5 mm on a side operates as a slug-type heat-flux sensor.
It is installed in a conduction sink as in Fig. 9.21 having U = 0.15 W/m2-◦C.
What heat flux would be indicated for rise in sensor temperature of 40◦C in a
time of 15 s?

9.50. The slug-sensor of Prob. 9.49 is installed in a different conduction sink having
U = 50 W/m2-◦C. Calculate the heat flux which would be required to produce
the 40◦C temperature rise in 15 s.
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c h a p t e r

10
Force, Torque, and Strain

Measurements

10.1 Introduction

Some types of force measurements applicable to pressure-sensing devices have been
discussed in Chap. 6. We now wish to consider other methods for measuring forces
and torques and to relate these methods to basic strain measurements and experimental
stress analysis.

Force is represented mathematically as a vector with a point of application.
Physically, it is a directed push or pull. According to Newton’s second law of motion,
as written for a particle of constant mass, force is proportional to the product of mass
and acceleration. Thus,

F = 1

gc

ma [10.1]

where the 1/gc term is the proportionality constant. When force is expressed in lbf,
mass in lbm, and acceleration in ft/s2, gc has the value of 32.1739 lbm · ft/lbf · s2

and is numerically equal to the acceleration of gravity at sea level. In the SI system
gc = 1.0 kg · m/N · S2. The weight of a body is the force exerted on the body by the
acceleration of gravity at sea level so that

F = W = mg

gc

[10.2]

At sea level the weight in lbf units is numerically equal to the mass in lbm units.
In Sec. 2.5 we discussed the relationships between different unit systems. In the SI
system the newton is the unit of force and the kilogram is the standard unit of mass.
Thus, the weight of a body should be expressed in newtons in the SI system. There
will be users of metric units who will express force in kilograms-force (kilopond),
and the reader should be aware of this possible practice.

Torque is represented as a moment vector formed by the cross product of a force
and radius vector. In Fig. 10.1 the torque that the force F exerts about the point 0 is

491
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Figure 10.1 Vector representation for torque.

given mathematically as

T = r × F = |r||F | sin θ [10.3]

In the SI system torque is expressed in units of newton-meters, while in the English
system the common unit is foot-pounds-force.

Mass represents a quantity of matter and is an inertial property related to force
through Eq. (10.1). As such, mass is not a physical property that is measured directly;
it is determined through a force measurement or by comparison with mass standards.
Even with a comparison of two masses, as with a simple balance, a force equivalency
is still involved.

In this chapter we shall be concerned with force measurements as related to
mechanical systems. Forces arising from electrical and magnetic effects are not
considered.

10.2 Mass Balance Measurements

Consider the schematic of an analytical balance as shown in Fig. 10.2. The balance
arm rotates about the fulcrum at point 0 (usually a knife edge) and is shown in an
exaggerated unbalanced position as indicated by the angle φ. Point G represents the
center of gravity of the arm, and dG is the distance from 0 to this point. WB is the
weight of the balance arm and pointer. When W1 = W2, φ will be zero and the weight
of the balance arms will not influence the measurements. The sensitivity of the balance
is a measure of the angular displacement φ per unit unbalance in the two weights W1

and W2. Expressed analytically this relation is

S = φ

W1 −W2
= φ

�W
[10.4]

We now wish to determine the functional dependence of this sensitivity on the phys-
ical size and mass of the balance. According to Fig. 10.2, the moment equation for
equilibrium is

W1(L cos φ − dB sin φ) = W2(L cos φ + dB sin φ)+WBdG sin φ [10.5]

For small deflection angles sin φ ≈ φ and cos φ ∼ 1.0 so that Eq. (10.5) becomes

W1(L− dBφ) = W2(L+ dBφ)+WBdGφ

hol29303_ch10_491-522.pdf   2hol29303_ch10_491-522.pdf   2 8/12/2011   3:24:19 PM8/12/2011   3:24:19 PM



10.2 Mass Balance Measurements 493
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Figure 10.2 Schematic of analytical balance.

or φ

�W
= L

(W1 +W2)dB +WBdG

[10.6]

Near equilibrium W1 ≈ W2, and S becomes

S = φ

�W
= L

WBdG + 2WdB

[10.7]

where, now, we have used the single symbolW to designate the loading on the balance.
If the balance arm is constructed so that dB = 0, we obtain

S = L

WBdG

[10.8]

an expression that is independent of the loading of the balance. Precision balances
are available that have an accuracy of about 1 part in 108. For precision instruments
optical methods are usually employed to sense the deflection angle and to determine
the equilibrium position.

Example 10.1UNCERTAINTY DUE TO ANGULAR SENSITIVITY OF BALANCE. A balance is
constructed with the following dimensions:

WB = 50 g
dG = 0.3 cm
L = 21.2 cm
dB = 0.01 cm
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The pointer scale is graduated so that readings may be taken within one-quarter of a degree.
Estimate the uncertainty due to sensitivity in determining the weight of a mass of 1000 g. It
may be noted that other uncertainties exist in the measurement, such as frictional effects, errors
in reading, and so forth.

Solution

From Eq. (10.7) we have

S = φ

�W
= L

2WdB +WBdG

= 21.2

(2)(1000)(0.01)+ (50)(0.3)
= 0.606 rad/g

For an uncertainty in φ of 0.25◦ the uncertainty in W is then given by

�W = φ

S
= 0.25 π

(180)(0.606)
= 0.00072 g

or about 1 part in 100,000.

When a balance is used for mass determinations, errors may result if corrections
are not made for buoyancy forces of the air surrounding the samples. Typically, an
unknown mass is balanced with a group of standard brass weights. The forces that the
instrument senses are not the weight forces of the unknown mass and brass weights
but the weight forces less the buoyancy force on each mass. If the measurement is
conducted in a vacuum or the unknown brass and mass weights have equal volume,
the buoyancy forces will cancel out and there will be no error. Otherwise the error
may be corrected with the following analysis. The two forces exerted on the balance
arms will be

W1 = (ρu − ρa)Vu [10.9]

W2 = (ρs − ρa)Vs [10.10]

where ρu = density of the unknown
ρs = density of the standard weights
ρa = density of the surrounding air

Vu, Vs = volumes of the unknown and standard weights, respectively

The true weights of the unknown and standard weights are

Wu = ρuVu [10.11]

Ws = ρsVs [10.12]

At balance W1 = W2 and there results

Wu = Ws[1+ (ρa/ρs)(ρs − ρu)/(ρu − ρa)] [10.13]

For unknown sample densities that are substantially lower than the density of the
standard weights, the buoyancy error in the weight measurement can be significant.
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Example 10.2BUOYANCY ERROR IN A BALANCE. A quantity of a plastic material having a density
of about 1280 kg/m3 is weighed on a standard equal-arm balance. Balance conditions are
achieved with brass weights totaling 152 g in a room where the ambient air is at 20◦C and
1 atm. The density of the brass weights may be taken as 8490 kg/m3. Calculate the true weight
of the plastic material and the percent error that would result if the balance reading were taken
without correction.

Solution

The true weight of the brass weights is 152 g. The density of the air may be calculated as

ρa = p

RT
= 1.0132× 105

(287)(293)
= 1.2049 kg/m2

The true weight of the plastic is then calculated from Eq. (10.13) as

Wu = 152

[
1+ (1.2049)(8490− 1280)

(8490)(1280− 1.2049)

]
= 152.122 g

The error is (0.122/152)× 100 or 0.08 percent.

Comment

We should note that the buoyancy error becomes larger for lower-density samples. For balsa
wood having a density of 140 kg/m3 the error would be 0.85 percent. For a lightweight insulat-
ing material having a density of 24 kg/m3 (fiberglass) the error would be 5.27 percent. The
effect on the error of measurement is shown in Figure Example 10.2 as a function of ρu/ρa.
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Figure Example 10.2
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10.3 Elastic Elements for

Force Measurements

Elastic elements are frequently employed to furnish an indication of the magnitude
of an applied force through a displacement measurement. The simple spring is an
example of this type of force-displacement transducer. In this case the force is given by

F = ky [10.14]

where k is the spring constant and y is the displacement from the equilibrium position.
For the simple bar shown in Fig. 10.3 the force is given by

F = AE

L
y [10.15]

where A = cross-sectional area
L = length
E = Young’s modulus for the bar material

The deflection of the cantilever beam shown in Fig. 10.4 is related to the loading
force by

F = 3EL

L3
y [10.16]

L

A

y

F

Figure 10.3 Simple elastic element.

L y

F

Figure 10.4 Cantilever elastic element.
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Figure 10.5 Thin-ring elastic element.
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Figure 10.6 Proving ring.
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where I is the moment of inertia of the beam about the centroidal axis in the direction
of the deflection. Any one of the three devices mentioned above is suitable for use
as a force transducer provided that accurate means are available for indicating the
displacements. The differential transformer (Sec. 4.21), for example, may be useful
for measurement of these displacements, as well as capacitance and piezoelectric
transducers (Secs. 4.22 and 4.23).

Another elastic device frequently employed for force measurements is the thin
ring shown in Fig. 10.5. The force-deflection relation for this type of elastic element is

F = 16

π/2− 4/π

EI

d3
y [10.17]

where d is the outside ring diameter and I is the moment of inertia about the centroidal
axis of the ring section. The proving ring is a ring transducer that employs a sensitive
micrometer for the deflection measurement, as shown in Fig. 10.6. To obtain a precise
measurement, one edge of the micrometer is mounted on a vibrating-reed device
R, which is plucked to obtain a vibratory motion. The micrometer contact is then
moved forward until a noticeable damping of the vibration is observed. Deflection
measurements may be made within ±0.00002 in (0.5 μm) with this method. The
proving ring is used as a calibration standard for large tensile-testing machines.

Example 10.3 CANTILEVER DEFLECTION MEASUREMENT. A small cantilever beam is constructed
of spring steel having E = 28.3× 106 psi. The beam is 0.186 in wide and 0.035 in thick, with
a length of 1.00 ± 0.001 in. An LVDT is used for the displacement-sensing device, and it is
estimated that the uncertainty in the displacement measurement is±0.001 in. The uncertainties
in the bar dimensions are ±0.0003 in. Calculate the indicated force and uncertainty due to
dimension tolerances when y = 0.100 in.

Solution

The moment of inertia is calculated with

I = bh3

12
[a]

where b is the width and h is the thickness. Thus,

I = (0.186)(0.035)3

12
= 6.64× 10−7 in4

Equation (10.16) may be rewritten as

F = 3Ebh3

12L3
y [b]

Using Eq. (3.2) the uncertainty in the force measurement can be written

wF

F
=

[(
wb

b

)2

+ 9

(
wh

h

)2

+ 9

(
wL

L

)2

+
(

wy

y

)2
]1/2

[c]
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The nominal value of the force becomes

F = (3)(28.3× 106)(6.64× 10−7)

(1.00)3
0.100

= 5.64 lbf (25.09 N)

From Eq. (c) the uncertainty is

wF

F
=

[(
0.0003

0.186

)2

+ 9

(
0.0003

0.035

)2

+ 9

(
0.001

1.00

)2

+
(

0.001

0.100

)2
]1/2

= 0.0278 or 2.78%

In this instance 1.0 percent uncertainty would be present even if the dimensions of the beam
were known exactly.

The surface strain (deformation) in elastic elements like those discussed above is,
of course, a measure of the deflection from the no-load condition. This surface strain
may be measured very readily by the electrical-resistance strain gage to be discussed
in subsequent paragraphs. The output of the strain gage may thus be taken as an
indication of the impressed force. The main problem with the use of these gages for
the force-measurement applications is that a moment may be impressed on the elastic
element because of eccentric loading. This would result in an alteration of the basic
strain distribution as measured by the strain gage. There are means for compensating
for this effect through installation of multiple gages, properly interconnected to cancel
out the deformation resulting from the impressed moment. The interested reader
should consult Refs. [4] and [5] for a summary of these methods.

Complete assemblies incorporating the elastic element, gages, and signal condi-
tioning are available commercially for different ranges of force measurements. The
electric outputs may then be used to drive recording equipment. These devices op-
erate on the principle of the displacement of a linear elastic element with impressed
force. The displacements are typically measured by bonded strain gages1 (Sec. 10.7),
LVDT transducers2 (Sec. 4.21) [7], or change in capacitance due to the displacement
of a diaphragm.3 Force ranges for the load cells may be as low as 10 g full scale to
hundreds of thousands of kg. The frequency response for most load cells is usually
low but may be as high as 2 kHz for sensitive LVDT devices. Linearity of 0.2 percent
of full scale is typical for some devices.

10.4 Torque Measurements

Torque, or moment, may be measured by observing the angular deformation of a bar
or hollow cylinder, as shown in Fig. 10.7. The moment is given by

M = πG
(
r4
o − r4

i

)
2L

φ [10.18]

1Interface, Inc., Scottsdale, AZ.
2Schaevitz Engineering, Pennsauken, NJ.
3Kavlico Corp., Chatsworth, CA.
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45�

45�

ro

ri

Strain
gages

M, �

Figure 10.7 Hollow cylinder as an elastic element for torque measurement.

where M = moment, in-lbf or N · m
G = shear modulus of elasticity, psi or N/m2

ri = inside radius, in or m
ro = outside radius, in or m
L = length of cylinder, in or m
φ = angular deflection, rad

The shear modulus of elasticity may be calculated from

G = E

2(1+ μ)

where μ is Poisson’s ratio, which has a value of about 0.3. Strain gages attached at
45◦ angles as shown will indicate strains of

ε45◦ = ± Mr0

πG
(
r4
o − r4

i

) [10.19]

Either the deflection or the strain measurement may be taken as indication of the
applied moment. Multiple strain gages may be installed and connected so that any
deformation due to axial or transverse load is canceled out in the final readout circuit.

Again, complete assemblies are available commercially for different torque
ranges.

A very old device for the measurement of torque and dissipation of power from
machines is the Prony brake.4 A schematic diagram is shown in Fig. 10.8. Wooden or
synthetic friction blocks are mounted on a flexible band or rope, which is connected
to the arm. Some arrangement is provided to tighten the rope to increase the frictional
resistance between the blocks and the rotating flywheel of the machine. The torque
exerted on the Prony brake is given by

T = FL [10.20]

The force F may be measured by conventional platform scales or other methods
discussed in the previous paragraphs.

4Named for G. C. F. M. Riche, Baron de Prony (1755–1839), French hydraulic engineer.
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Arm

LTightening
arrangement

Output flywheel
from machine

Wooden
blocks

F

Figure 10.8 Schematic of a Prony brake.

F

dc motor
generator

Bearings M

Figure 10.9 Schematic of a cradled dynamometer.

The power dissipated in the brake is calculated from

P = 2πTN

33,000
hp [10.21]

where the torque is in foot-pounds-force (ft-lbf ) and N is the rotational speed in
revolutions per minute (rpm).

Various other types of brakes are employed for power measurements on mechan-
ical equipment. The water brake, for example, dissipates the output energy through
fluid friction between a paddle wheel mounted inside a stationary chamber filled with
water. The chamber is freely mounted on bearings so that the torque transmitted to
it can be measured through an appropriate moment arm similar to that used with the
Prony brake.

The dc cradled dynamometer is perhaps the most widely used device for power
and torque measurements on internal-combustion engines, pumps, small steam tur-
bines, and other mechanical equipment. The basic arrangement of this device is shown
in Fig. 10.9. A dc motor generator is mounted on bearings as shown, with a moment
arm extending from the body of the motor to a force-measurement device, which
is usually a pendulum scale. When the device is connected to a power-producing
machine, it acts as a dc generator whose output may be varied by dissipating the
power in resistance racks. The torque impressed on the dynamometer is measured

hol29303_ch10_491-522.pdf   11hol29303_ch10_491-522.pdf   11 8/12/2011   3:24:20 PM8/12/2011   3:24:20 PM



502 C H A P T E R 10 • Force, Torque, and Strain Measurements

with the moment arm and the output power calculated with Eq. (10.21). The dynamo-
meter may also be used as an electric motor to drive some power-absorbing device like
a pump. In this case it furnishes a means for measurement of torque and power input
to the machine. Commercial dynamometers are equipped with controls for precise
variation of the load and speed of the machine and are available with power ratings
as high as 3700 kW (5000 hp).

Measurement of Angular Velocity

One form of tachometer, or angular velocity measurement device, employs a small
dc permanent-magnet generator to generate a voltage proportional to the rotational
speed. A measurement of the output voltage then serves to indicate angular velocity
of the shaft. The device may be attached permanently to the shaft for continuous
monitoring of speed, or connected by friction to measure speed at some desired time.

Optical methods may also be used to measure angular velocity. A strobe light is
flashed on the rotating shaft or object. A marking on the shaft, or the object itself,
for example, a propeller, will appear stationary when the strobe frequency coincides
with the rotational speed (frequency). A reading of strobe frequency then determines
angular speed. A very complete discussion of the measurement of angular velocity is
given in Ref. [14].

Example 10.4 RATINGS OF AN ENGINE. An automobile engine is rated at a 290-ft-lb torque at
2400 rpm and 180 hp at 4200 rpm. Are these ratings consistent and, if not, how might they be
explained?

Solution

The relation governing horsepower, torque, and rpm is given by Eq. (10.21):

P(hp) = 2πTN

33,000

For the torque specification we obtain

P = 2π(290)(2400)

33,000
= 132.5 hp

while for the horsepower specification we obtain the torque as

T = (33,000)(180)

2π(4200)
= 225 ft-lb

Of course, the two calculations are not consistent. The explanation is that both the torque
(T ) and horsepower (hp) vary with speed for most engines. Although not normally stated, the
ratings here give the maximum values of T and hp and the values of rpm at which they occur.

Example 10.5 TORQUE AND POWER MEASUREMENT. Asolid cylinder like that shown in Fig. 10.7
is to be designed to measure the torque of the engine in Example 10.4 by measuring the angular
deflection at the 290 ft-lb condition. Spring steel with E= 28.3× 106 psi and μ = 0.3 is
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10.5 Stress and Strain 503

employed for construction. To obtain sufficient resolution, an angular deflection of at least 10◦

is desired. Determine a suitable length and cylinder diameter combination for this measurement.

Solution

For a solid cylinder we have ri = 0 and Eq. (10.18) becomes

M = πGr4
o

2L
[a]

The value of G is calculated as

G = E

2(1+ μ)
= 28.3× 106

(2)(1.3)
= 1.088× 106 psi

We also have

M = 290 ft-lb = 3480 in-lb

φ = 10◦ = 0.1745 rad

Inserting the values in Eq. (a) yields

r4
o

L
= (2)(3480)

(1.088× 106)(0.1745)

= 0.01167

There are an infinite number of combinations. For L = 1 in we would have

ro = 0.3287 in

or a diameter of 0.657 in. A length of 4 in would require a diameter of 0.93 in.

10.5 Stress and Strain

Stress analysis involves a determination of the stress distribution in materials of
various shapes and under different loading conditions. Experimental stress analysis
is performed by measuring the deformation of the piece under load and inferring from
this measurement the local stress which prevails. The measurement of deformation is
only one facet of the overall problem, and the analytical work that must be applied to
the experimental data in order to determine the local stresses is of equal importance.
Our concern in the following sections is with the methods that may be employed
for deformation measurements. Some simple analysis of these measurements will
be given to illustrate the reasoning necessary to obtain local stress values. For more
detailed considerations the reader should consult Refs. [2] and [5], the periodical
publication [9], and Refs. [10–13].

Consider the bar shown in Fig. 10.10 subjected to the axial load T . Under no-load
conditions the length of the bar is L and the diameter is D. The cross-sectional area of
the bar is designated by A. If the load is applied such that the stress does not exceed
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L

T

T

D

T/A

E
� �

Figure 10.10 Simple bar in axial strain.

the elastic limit of the material, the axial strain is given by

ε = T/A

E
= σa

E
[10.22]

where σa is the axial stress and E is Young’s modulus for the material. The unit axial
strain εa is defined by the relation

εa = dL

L
[10.23]

i.e., it is the axial deformation per unit length. Resulting from the deformation in the
axial direction is a corresponding deformation in the cross-sectional area of the bar.
The change in area is evidenced by a change in the diameter or, more specifically,
by a change in the transverse dimension. The ratio of the unit strain in the transverse
direction to the unit strain in the axial direction is defined as Poisson’s ratio and must
be determined experimentally for various materials.

μ = − εt

εa
= −dD/D

dL/L
[10.24]

A typical value for Poisson’s ratio for many materials is 0.3. If the material is in the
plastic state, the volume remains constant with the change in strain so that

dV = LdA+ AdL = 0

or dA

A
= −dL

L

Expressed in terms of the diameter, this relation is

2
dD

D
= −dL

L

so that μ = 0.5 under these conditions.
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10.6 Strain Measurements

Let us first consider some basic definitions. Any strain measurements must be made
over a finite length of the workpiece. The smaller this length, the more nearly the
measurement will approximate the unit strain at a point. The length over which the
average strain measurement is taken is called the base length. The deformation sensi-
tivity is defined as the minimum deformation that can be indicated by the appropriate
gage. Strain sensitivity is the minimum deformation that can be indicated by the gage
per unit base length.

A simple method of strain measurement is to place some type of grid marking
on the surface of the workpiece under zero-load conditions and then to measure the
deformation of this grid when the specimen is subjected to a load. The grid may be
scribed on the surface, drawn with a fine ink pen, or photoetched. Rubber threads
have also been used to mark the grid. The sensitivity of the grid method depends
on the accuracy with which the displacement of the grid lines may be measured. A
micrometer microscope is frequently employed for such measurements.An alternative
method is to photograph the grid before and after the deformation and to make the
measurements on the developed photograph. Photographic paper can have appreci-
able shrinkage so that glass photographic plates are preferred for such measurements.
The grid may also be drawn on a rubber model of the specimen and the local strain for
the model related to that which would be present in the actual workpiece. Grid methods
are usually applicable to materials and processes having appreciable deformation
under load. These methods might be applicable to a study of the strains encountered
in sheet-metal-forming processes. The grid could be installed on a flat sheet of metal
before it is formed. The deformation of the grid after forming gives the designer an
indication of the local stresses induced in the material during the forming process.

The use of digital photography whereby deformations may be detected on the
basis of individual pixels offers advantages over conventional film photographic mea-
sures. See Appendix B for further information.

Brittle coatings offer a convenient means for measuring the local stress in a
material. The specimen or workpiece is coated with a special substance having very
brittle properties. When the specimen is subjected to a load, small cracks appear in the
coating. These cracks appear when the state of tensile stress in the workpiece reaches
a certain value and thus may be taken as a direct indication of this local stress. The
brittle coatings are valuable for obtaining an overall picture of the stress distribution
over the surface of the specimen. They are particularly useful for determination of
stresses at stress concentration points that are too small or inconveniently located for
installation of electrical-resistance or other types of strain gages.

10.7 Electrical-Resistance Strain Gages

The electrical-resistance strain gage is the most widely used device for strain mea-
surement. Its operation is based on the principle that the electrical resistance of a
conductor changes when it is subjected to mechanical deformation. Typically, an
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electric conductor is bonded to the specimen with an insulating cement under no-load
conditions.A load is then applied, which produces a deformation in both the specimen
and the resistance element. This deformation is indicated through a measurement of
the change in resistance of the element and a calculation procedure which is described
below.

Let us now develop the basic relations for the resistance strain gage. The resis-
tance of the conductor is

R = ρ
L

A
[10.25]

where L = length
A = cross-sectional area
ρ = resistivity of the material

Differentiating Eq. (10.25), we have

dR

R
= dρ

ρ
+ dL

L
− dA

A
[10.26]

The area may be related to the square of some transverse dimension, such as the
diameter of the resistance wire. Designating this dimension by D, we have

dA

A
= 2

dD

D
[10.27]

Introducing the definition of the axial strain and Poisson’s ratio from Eqs. (10.23) and
(10.24), we have

dR

R
= εa(1+ 2μ)+ dρ

ρ
[10.28]

The gage factor F is defined by

F = dR/R

εa
[10.29]

so that F = 1+ 2μ+ 1

εa

dρ

ρ
[10.30]

We may thus express the local strain in terms of the gage factor, the resistance of the
gage, and the change in resistance with the strain:

ε = 1

F

�R

R
[10.31]

The value of the gage factor and the resistance are usually specified by the
manufacturer so that the user only needs to measure the value of �R in order to
determine the local strain. For most gages the value of F is constant over a rather
wide range of strains. It is worthwhile, however, to examine the influence of various
physical properties of the resistance material on the value of F . If the resistivity of
the material does not vary with the strain, we have from Eq. (10.30)

F = 1+ 2μ [10.32]
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Taking a typical value of μ as 0.3, we would obtain F = 1.6. In this case the change
in resistance of the material results solely from the change in physical dimensions.
If the resistivity decreases with strain, the value of F will be less than 1.6. When the
resistivity increases with strain, F will be greater than 1.6. Gage factors for various
materials have been observed from−140 to+175. If the resistance material is strained
to the point that it is operating in the plastic region, μ = 0.5 and the resistivity remains
essentially constant. Under these conditions the gage factor approaches a value of 2.
For most commercial strain gages the gage factor is the same for both compressive and
tensile strains. A high gage factor is desirable in practice because a larger change in
resistance �R is produced for a given strain input, thereby necessitating less sensitive
readout circuitry.

Three common types of resistance strain gages are shown in Fig. 10.11. The
bonded-wire gage employs wire sizes varying between 0.0005 and 0.001 in (12 and
25 μm). The foil gage usually employs a foil less than 0.001 in thick and is available in
a wide variety of configurations which may be adapted to different stress-measurement
situations. Because of this flexibility, it is the most commonly used gage.

The semiconductor gage employs a silicon base material that is strain-sensitive
and has the advantage that very large values of F may be obtained (F ∼ 100). The
material is usually produced in brittle wafers having a thickness of about 0.01 in
(0.25 mm). Semiconductor gages also have very high temperature coefficients of
resistance. Table 10.1 presents a summary of characteristics of several strain-gage
materials. Most commercial gages employ constantan (or other alloys) or isoelastic
for materials of construction. Reference [8] furnishes additional information.

Wire and foil gages may be manufactured in various ways, but the important
point is that the resistance element must be securely bonded to its mounting. It is
essential that the bond between the resistance element and the cement joining it to
the workpiece be stronger than the resistance wire itself. In this way the strength of
the resistance element is the smaller, and hence the deformation of the entire gage
is governed by the deformation of the resistance element. Most wire strain gages
employ either a nitrocellulose cement or a phenolic resin for the bonding agent with

Semiconductor
resistance
element

(a) (b) (c)

Figure 10.11 Three types of resistance strain gages. (a) Wire gage; (b) foil gage;
(c) semiconductor gage.
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Table 10.1 Characteristics of some resistance strain-gage materials

Approx. Temp.
Resistivity Coeff. of

Approx. Gage at 20◦C, Resistance,
Material Trade Name Factor, F μΩ · cm ◦C−1 × 106 Remarks

55% Cu, 45% Ni Advance, 2.0 49 11 F constant over wide range of strain;
Constantan, low-temperature use below 360◦C
Copel

4% Ni, 12% Mn, 84% Cu Manganin 0.47 44 20 Same

80% Ni, 20% Cu Nichrome V 2.0 108 400 Suitable for high-temperature use to
800◦C

36% Ni, 8% Cr, 0.5% Mo, Isoelastic 3.5 110 450 Used for low temperatures to 300◦C
55.5% Fe

67% Ni, 33% Cu Monel 1.9 40 1900 Useful to 750◦C
74% Ni, 20% Cr, Karma 2.4 125 20 Useful to 750◦C

3% Al, 3% Fe

95% Pt, 5% Ir — 5.0 24 1250 Useful to 1000◦C
Silicon semiconductor — −100 to +150 109 90,000 Brittle but has high-gage factor; not

suitable for large strain measurements;
can be used for miniature pressure and
force transducers

a thin paper backing to maintain the wire configuration. Such gages may be used up
to 150◦C (300◦F). A Bakelite mounting is usually employed for temperatures up to
260◦C (500◦F). Foil gages are manufactured by an etching process similar to that
used with printed circuit boards and use base materials of paper, Bakelite, and epoxy
film. Epoxy cements are also employed for both wire and foil gages.

When strain gages are mounted on a specimen, two notes of caution should be
observed: (1) The surface must be absolutely clean. Cleaning with an emery cloth
followed by acetone is usually satisfactory. (2) Sufficient time must be allowed for the
cement to dry and harden completely. Even though the cement is dry around the edge
of the gage, it may still be wet under the gage. If possible, 24 h should be allowed for
drying at room temperature. Drying time may be reduced for higher temperatures.

For low-temperature applications (−100 to +100◦C) Duco cement (nitrocellu-
lose) is normally employed with paper-covered gages and Eastman 910 (cyanoacry-
late) with foil gages mounted on epoxy. These cements are discussed in Ref. [2], along
with rather detailed instructions for mounting the various types of gages. The inter-
ested reader should consult this reference and the literature of various manufacturers
of strain gages for more information.

Problems associated with strain-gage installations generally fall into three cat-
egories: (1) temperature effects, (2) moisture effects, and (3) wiring problems. It is
assumed that the gage is properly mounted. Temperature problems arise because of
differential thermal expansion between the resistance element and the material to
which it is bonded. Semiconductor gages offer the advantage that they have a lower
expansion coefficient than either wire or foil gages. In addition to the expansion
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problem, there is a change in resistance of the gage with temperature, which must
be adequately compensated for. We shall see how this compensation is performed in
a subsequent section. Moisture absorption by the paper and cement can change the
electrical resistance between the gage and the ground potential and thus affect the
output-resistance readings. Methods of moistureproofing are discussed in Refs. [1]
and [2]. Wiring problems are those situations that arise because of faulty connections
between the gage-resistance element and the external readout circuit. These problems
may develop from poorly soldered connections or from inflexible wiring, which may
pull the gage loose from the test specimen or break the gage altogether. Proper wiring
practices are discussed in Refs. [2] and [6].

Electrical-resistance strain gages cannot be easily calibrated because once they
are attached to a calibration workpiece, removal cannot be made without destroying
the gage. In practice, then, the gage factor is taken as the value specified by the
manufacturer and a semicalibration effected by checking the bridge measurement
and readout system.

In addition to the general references on strain gages given at the end of this
chapter, excellent technical manuals are available from manufacturers. Balwin-Lima
Hamilton, Micro-Measurements Group, and Omega Engineering are three such
companies.

10.8 Measurement of Resistance

Strain-Gage Outputs

Consider the bridge circuit of Fig. 4.25. The voltage present at the detector is given
by Eq. (4.26) as

Eg = ED = E

(
R1

R1 + R4
− R2

R2 + R3

)
[10.33]

If the bridge is in balance, ED = 0. Let us suppose that the strain gage represents R1 in
this circuit and a high-impedance readout device, like a digital voltmeter, is employed
so that the bridge operates as a voltage-sensitive deflection circuit. We assume that
the bridge is balanced at zero-strain conditions and that a strain on the gage of a ε

results in a change in resistance �R1. R1 will be used to represent the resistance of
the gage at zero-strain conditions. We immediately obtain a voltage due to the strain
as

�ED

E
= R1 +�R1

R1 +�R1 + R4
− R2

R2 + R3
[10.34]

Solving for the resistance change gives

�R1

R1
= (R4/R1)[�ED/E + R2/(R2 + R3)]

1−�ED/E − R2/(R2 + R3)
− 1 [10.35]

Equation (10.35) expresses the resistance changes as a function of the voltage
unbalance at the detector �ED.
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The bridge circuit may also be used as a current-sensitive device. Combining
Eqs. (4.24) to (4.26) gives

ig = E(R1R3 − R2R4)

R1R2R4 + R1R3R4 + R1R2R3 + R2R3R4 + Rg(R1 + R4)(R2 + R3)

[10.36]

Again, we assume the bridge to be balanced under zero-strain conditions and take R1

as the resistance of the gage under these conditions. Thus,

R1R3 = R2R4 [10.37]

The galvanometer current �Ig is that value which results from a change in resistance
�R1 from the balanced condition. It may be shown that the denominator of Eq. (10.36)
is not very sensitive to small changes in R1 and hence is very nearly a constant which
we shall designate as C. Thus,

�Ig = E

C
[(R1 +�R1)R3 − R2R4] [10.38]

Applying the balance conditions from Eq. (10.37) gives

�Ig = E

C
R3 �R1 [10.39]

Introducing the gage factor from Eq. (10.31), we have

�Ig = E

C
R3R1Fε = const × ε [10.40]

Thus, the deflection current may be taken as a direct indication of the strain imposed
on the gage.

We have already mentioned a bridge amplifier circuit in connection with electrical-
resistance thermometers (Fig. 8.11). This same arrangement can be employed for
use with strain-gage bridge circuits. Numerous readout devices for strain gages are
available commercially.

10.9 Temperature Compensation

It is generally not possible to calculate corrections for temperature effects in strain
gages. Consequently, compensation is made directly by means of the experimental
setup. Such a compensation arrangement is shown in Fig. 10.12. Gage 1 is installed
on the test specimen, while gage 2 is installed on a like piece of material that remains
unstrained throughout the tests but at the same temperature as the test piece. Any
changes in the resistance of gage 1 due to temperature are thus canceled out by
similar changes in the resistance of gage 2, and the bridge circuit detects an unbalanced
condition resulting only from the strain imposed on gage 1. Of course, care must be
exerted to ensure that both gages are installed in exactly the same manner on their
respective workpieces.
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Specimen

Gage 1

R1

R4

Rg

R3

D

E

Compensation
gage

Gage 2

R2

Figure 10.12 Temperature-compensation arrangement for electrical-resistance
strain gages.

Example 10.6DETECTOR CURRENT FOR STRAIN GAGE. A resistance strain gage with R = 120 	

and F = 2.0 is placed in an equal-arm bridge in which all resistances are equal to 120 	. The
power voltage is 4.0 V. Calculate the detector current in microamperes per microinch of strain.
The galvanometer resistance is 100 	.

Solution

The denominator of Eq. (10.36) is calculated as

C = (4)(120)3 + (100)(240)2 = 1.267× 107

We calculate the current sensitivity from Eq. (10.40) as

�Ig

ε
= E

C
R3R1F = (4.0)(120)2(2.0)

1.267× 107
= 9.08× 10−3 A/in

= 9.08× 10−3μA/μin (0.357 mA/mm)

Example 10.7DETECTOR VOLTAGE FOR STRAIN GAGE. For the gage and bridge in Example 10.6,
calculate the voltage indication for a strain of 1.0 μin/in when a high-impedance detector is
used.

Solution

We have R1 = R2 = R3 = R4 = 120 	. Under these conditions Eq. (10.34) becomes

�ED

E
= 1+ (�R1/R1)

2+ (�R1/R1)
− 1

2
= �R1/R1

4+ 2(�R1/R1)
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The resistance change is calculated from Eq. (10.31):

�R1

R1
= Fε = 2.0× 10−6

so that
�ED

E
= 2.0× 10−4

4+ 4× 10−6
= 0.5× 10−6

and �ED = (4.0)(0.5× 10−6) = 2.0 μV

10.10 Strain-Gage Rosettes

The installation of a strain gage on a bar specimen like that shown in Fig. 10.10 is a
useful application of the gage, but it is quite restricted. The strain that is measured in
such a situation is a principal strain since we assumed that the bar is operating under
only a tensile load. Obviously, a more general measurement problem will involve
strains in more than one direction, and the orientation of the principal stress axes will
not be known. It would, of course, be fortunate if the strain gages were installed on
the specimen so that they were oriented exactly with the principal stress axes. We now
consider the methods that may be used to calculate the principal stresses and strains
in a material from three strain-gage measurements. The arrangements for strain gages
in such application are called rosettes. We shall give only the final relations that are
used for calculation purposes. The interested reader should consult Refs. [2], [5], and
[17] for the derivations of these equations.

Consider the rectangular rosette shown in Fig. 10.13. The three strain gages are
oriented as shown, and the three strains measured by these gages are ε1, ε2, and ε3.
The principal strains for this situation are

εmax, εmin = ε1 + ε3

2
± 1√

2
[(ε1 − ε2)

2 + (ε2 − ε3)
2]1/2 [10.41]

�3

�2

�1

90�

Axis of maximum
principal stress

45�

�

Figure 10.13 Rectangular strain-gage rosette.
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The principal stresses are

σmax, σmin = E(ε1 + ε3)

2(1− μ)
± E√

2(1+ μ)
[(ε1 − ε2)

2 + (ε2 − ε3)
2]1/2 [10.42]

The maximum shear stress is designated by τmax and calculated from

τmax = E√
2(1+ μ)

[(ε1 − ε2)
2 + (ε2 − ε3)

2]1/2 [10.43]

The principal stress axis is located with the angle θ according to

tan 2θ = 2ε2 − ε1 − ε3

ε1 − ε3
[10.44]

This is the axis at which the maximum stress σmax occurs. A problem arises with
the determination of the quadrant for θ since there will be two values obtained as
solutions to Eq. (10.44). The angle θ will lie in the first quadrant (0 < θ < π/2) if

ε2 >
ε1 + ε3

2
[10.45]

and in the second quadrant if ε2 is less than this value.
Another type of strain-gage rosette in common use is the delta rosette shown in

Fig. 10.14. The principal strains in this instance are given by

εmax, εmin = ε1 + ε2 + ε3

3
±
√

2

3
[(ε1− ε2)

2+ (ε2− ε3)
2+ (ε3− ε1)

2]1/2 [10.46]

The principal stresses are

σmax, σmin = E(ε1 + ε2 + ε3)

3(1− μ)
±

√
2 E

3(1+ μ)
[(ε1 − ε2)

2 + (ε2 − ε3)
2 + (ε3 − ε1)

2]1/2

[10.47]

The maximum shear stress axis is calculated from

τmax =
√

2 E

3(1+ μ)
[(ε1 − ε2)

2 + (ε2 − ε3)
2 + (ε3 − ε1)

2]1/2 [10.48]

The principal stress axis is located according to

tan 2θ =
√

3(ε3 − ε2)

2ε1 − ε2 − ε3
[10.49]

Axis of
maximum

stress

60�
60�

1

3 2

�

Figure 10.14 Delta strain-gage rosette.
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514 C H A P T E R 10 • Force, Torque, and Strain Measurements

The angle θ will be in the first quadrant when ε3 > ε2 and in the second quadrant
when ε2 > ε3.

It is worthwhile to mention that resistance strain gages may be sensitive to
transverse as well as axial strains. The resistance change produced by a transverse
strain, however, is usually less than 2 or 3 percent of the change produced by an
axial strain. For this reason it may be neglected in many applications. If the transverse
strain is to be considered, the above rosette formulas must be modified accordingly.
We shall not present this modification, but refer the reader to Refs. [2] and [17] for
more information.

We should note that many complete rosette assemblies and necessary electronic
readout equipment are available commercially.

Example 10.8 STRAIN-GAGE ROSETTE. A rectangular rosette is mounted on a steel plate having
E = 29× 106 psi and μ = 0.3. The three strains are measured as

ε1 = +500 μin/in

ε2 = +400 μin/in

ε3 = −100 μin/in

Calculate the principal strains and stresses and the maximum shear stress. Locate the axis of
the principal stress.

Solution

As an intermediate step we calculate the quantities

A = ε2 + ε1

2
= 200 μin/in

B = [(ε1 − ε2)
2 + (ε2 − ε3)

2]1/2 = 510 μin/in

Then

εmax = A+ 1√
2
B = 561 μin/in

εmin = A− 1√
2
B = −161 μin/in

σmax = EA

1− μ
+ EB√

2(1+ μ)
= (29× 106)(200× 10−6)

1− 0.3

+ (29× 106)(510× 10−6)√
2(1+ 0.3)

= 8280+ 8050 = 16,330 psi (112.6 MN/m2)

σmin = 8280− 8050 = 230 psi (1.59 kN/m2)

τmax = EB√
2(1+ μ)

= 8050 psi (55.5 MN/m2)
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10.11 The Unbonded Resistance Strain Gage 515

We also have

tan 2θ = 2ε2 − ε1 − ε3

ε1 − ε3
= (2)(400)− (500)− (−100)

(500)− (−100)
= 0.667

2θ = 33.7 or 213.7◦

θ = 16.8 or 106.8◦

We choose the first-quadrant angle (θ = 16.8◦) in accordance with Eq. (10.45).

10.11 The Unbonded Resistance

Strain Gage

The bonded electrical-resistance strain gage discussed above is the most widely used
device for strain measurements. An alternative resistance gage is the unbonded type
shown in Fig. 10.15. A spring-loaded mechanism holds the two plates in a close
position while the fine-wire filaments are stretched around the mounting pins as
shown. The mounting pins must be rigid and also serve as electrical insulators. When
plate A moves relative to B, a strain is imposed on these filaments, which may be
detected through a measurement of the change in resistance. The allowable displace-
ment of commercial gages is of the order of ±0.0015 in (0.038 mm), and the wire
diameter is usually less than 0.001 in (0.025 mm). The I2R heating in the unbonded
gage can be a problem because the wires have no ready means for heat dissipa-
tion other than convection to the surrounding air. The principle of the unbonded
gage has been applied to acceleration and diaphragm pressure transducers with good
success.

Insulated
mounting pins

Wire
filaments

B

A

Figure 10.15 Schematic of unbonded resistance strain gage.
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10.12 Review Questions

10.1. Why must a correction be applied for the specific gravity of a sample when a
mass balance is used?

10.2. How are elastic elements used for force or torque measurements?

10.3. What is a proving ring?

10.4. What is a Prony brake?

10.5. What does a dynamometer measure?

10.6. Distinguish between stress and strain.

10.7. What is Poisson’s ratio?

10.8. What is deformation sensitivity?

10.9. What is strain sensitivity?

10.10. How may a brittle coating be used for strain measurements?

10.11. Define the gage factor for strain gages.

10.12. What is the main advantage of a semiconductor strain gage?

10.13. How are measurements performed with a resistance strain gage?

10.14. How may temperature compensation be performed on resistance strain gages?

10.15. What is meant by a strain-gage rosette? How is it used?

10.13 Problems

10.1. Many balances use brass weights (ρs = 8490 kg/m3) in atmospheric air (ρa =
1.2 kg/m3). Plot the percent error in the balance determination as a function
of ρu/ρs.

10.2. Using the conditions given in Example 10.1, calculate the angular sensitivity
required if the uncertainty in the weight determination is to be of the order of
1 part in 108.

10.3. An LVDT is used to measure the axial deformation of the simple bar of
Fig. 10.3. The uncertainty in this measurement is ±0.025 mm. A steel bar
is to be used to measure a force of 1100 N with an uncertainty of 1 percent.
Determine a suitable diameter and length of rod for this measurement, assum-
ing the rod dimensions will be known exactly.

10.4. The diaphragm of Fig. 6.10c is to be used as a force-measurement device with
the load applied at the center boss. Steel is to be used as the diaphragm material,
and the maximum displacement is not to exceed one-third the thickness.A load
of 4500 N is to be measured with an uncertainty of 1 percent using an LVDT
with an uncertainty of ±2.5 μm. Determine suitable diaphragm dimensions
for this measurement.
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10.5. A farmer decides to build a crude weighing device to weigh bags of grain
up to 150 lbf. For this purpose he employs a section of 1-in steel pipe
(1.315 in OD, 0.957 in ID) as a cantilever beam. He intends to measure the
deflection of the beam with a metal carpenter’s scale having graduations of
1

16 in. On the basis of these data, what length of pipe would you recommend
for the farmer’s application?

10.6. A proving ring is constructed of steel (E = 30 × 106 psi) having a cross
section with 0.250-in thickness and 1.00-in depth. The overall diameter of
the ring is 6.000 in. A micrometer is used for the deflection measurement,
and its uncertainty is ±0.0001 in. Assuming that the dimensions of the ring
are exact, calculate the applied load when the uncertainty in this load is
1.0 percent. Calculate the percent uncertainty in the load when y = 0.01 in
and the uncertainties in the dimensions are

wh = wb = 0.0002 in

wd = 0.01 in

where b and h are thickness and depth of the ring, respectively.

10.7. A hollow steel cylinder (G = 12× 106 psi) is subjected to a moment such that
φ is 1.50◦. The dimensions of the cylinder are

ri = 0.500± 0.0003 in

ro = 0.625± 0.0003 in

L = 5.000± 0.001 in

The uncertainty in the angular deflection is ±0.05◦. Calculate the nominal
value of the impressed moment and its uncertainty. Also, calculate the 45◦

strains.

10.8. In a bridge circuit like that of Fig. 4.25, R2 = R3 = 100 	. The galvanometer
resistance is 50 	. The strain-gage resistance of zero strain is 120 	, and
the value of R4 is adjusted to bring the bridge into balance at zero-strain
conditions. The gage factor is 2.0. Calculate the galvanometer current when
ε = 400 μm/m. Take the battery voltage as 4.0 V.

10.9. Calculate the voltage output of the bridge in Prob. 10.8, assuming a detector
of very high impedance.

10.10. Show that Eq. (10.41) reduces to

εmax = ε1

εmin = ε3

when θ = 0. Obtain relations for the principal stresses and maximum shear
stress in this instance.
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10.11. A delta rosette is placed on a steel plate and indicates the following strains:

ε1 = 400 μm/m

ε2 = 84 μm/m

ε3 = −250 μm/m

Calculate the principal strains and stresses, the maximum shear stress, and the
orientation angle for the principal axes.

10.12. Obtain simplified relations for the delta rosette under the conditions that ε1 =
εmax; i.e., θ = 0.

10.13. Suppose a rectangular rosette is used to measure the same stresses as in
Prob. 10.11. The bottom leg of this rosette is placed in the same location as the
bottom arm of the delta rosette. Calculate the strains that would be indicated
by the rectangular rosette under these conditions.

10.14. Calculate the percent uncertainty in the maximum and minimum stresses result-
ing from uncertainties of 2 percent in the strains as measured with a rectangular
rosette. For this calculation assume E and μ are known exactly.

10.15. Rework Prob. 10.14 for the delta rosette.

10.16. A rectangular rosette is placed on a steel plate and indicates the following
strains:

ε1 = 563 μm/m

ε2 = −155 μm/m

ε3 = −480 μm/m

Calculate the principal strains and stresses, the maximum shear stress, and the
orientation angle for the principal axes.

10.17. A strip of steel sheet, 1.6 × 50 × 500 mm, is available for use as a force-
measuring elastic element. The strip is to be used by cementing strain gages
to its flat surfaces and measuring the deformation under load. The strain gages
have a maximum strain of 2000 μm/m and a gage factor of 1.90. A battery
is available with a voltage of 4.0 V, and the readout voltmeter has a high
impedance and an accuracy of ±1 μV. The nominal resistance of the strain
gages is 120 	. Calculate the force range for which the measurement system
may be applicable.

10.18. Abridge circuit is used to measure the output of a strain gage having a resistance
of 110 	 under zero conditions. R2 = R3 = 100 	, and the galvanometer
resistance is 75 	. The gage factor is 2.0. Calculate the galvanometer current
when ε = 300 μm/m for a power voltage of 6.0 V. Also, calculate the voltage
output of the bridge for a very high-impedance detector.

10.19. An electrical-resistance strain gage records a strain of 400 μm/m on a steel
tension member. What is the axial stress?
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10.20. A hollow steel cylinder is used as a torque-sensing element. The dimensions
are: ri = 2.5 cm, ro = 3.2 cm, L = 15 cm. Calculate the angular deflection for
an applied moment of 22.6 N ·m. Calculate the strain that would be indicated
by gages attached as shown in Fig. 10.7.

10.21. A certain automotive engine is reported to produce a torque of 540 N · m at
3000 rpm. What power dynamometer would be necessary to test this engine?
Express in both horsepower and kilowatts.

10.22. Astainless-steel hollow cylinder has dimensions of 2.5 cm ID and 2.16 cm OD.
The length of the cylinder is 25 cm. This cylinder is to be used for axial and
torque force measurements by instrumenting it with appropriate strain gages.
Specify the types, number, and location for the gages and the bridge circuit
and readout equipment required. Also, specify the range of variables that are
suitable for measurement by the device and estimate the uncertainties which
may be experienced.

10.23. Something similar to the Prony brake of Fig. 10.8 is to be designed for mea-
surement of a small internal-combustion engine producing a power output of
15 hp. Copper blocks are used instead of wood to dissipate the heat. Present a
design for this device with appropriate dimensions and the force measurement
system described. Estimate the uncertainty which might be expected in the
measurement.

10.24. A bridge circuit is used to measure a strain-gage output. Under zero-strain
conditions the gage resistance is 120 	. R2 = R3 = 110 	 and the gal-
vanometer resistance is 70 	. The gage factor is 1.8. Calculate the galvanome-
ter current when ε = 350 μm/m for a power supply voltage of 4.0 V. Also,
calculate the voltage output for the bridge when used with a high-impedance
detector. If the gage is installed on steel, what stress does this measurement
represent?

10.25. A small engine is rated to develop 5 hp at 3000 rpm. A solid rod constructed
of spring steel is to be used as a torque-measuring device at the rated load.
Select two length and diameter combinations to accomplish the measurement
assuming an angular deflection of 10◦.

10.26. The same measurement as in Prob. 10.25 is to be performed by using a hollow
cylinder of spring steel with outside diameter of 12.5 mm and wall thickness
of 0.8 mm. What must its length be for an angular deflection of 10◦?

10.27. Calculate the percent error caused by buoyancy forces in a balance which
uses standard brass weights to weigh 150 g of a material having a density of
100 kg/m3. The surrounding air is at 25◦C and 100 kPa.

10.28. The nominal resistance for a strain gage is 120 	 and it is placed in an equal
arm bridge where all arms also have resistances of 120 	. The gage factor
is 2.0 and the bridge is operated in a current-sensitive mode with a detector
resistance of 75 	. The voltage applied to the circuit is 3.7 V. Calculate the
current sensitivity of this arrangement.
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10.29. The bridge circuit of Prob. 10.28 is operated with a high-impedance detector.
Calculate the voltage output for a strain of 2.0 μ in/in.

10.30. A rod having a diameter of 1.6 mm is to be used as a cantilever beam for a
force measurement. It is constructed of spring steel. A deflection of 1.0 cm is
desired with a measurement uncertainty of±1 percent. Specify two length and
force-loading combinations for these beam parameters.

10.31. A man weighing 200 lb is to be weighed by measuring the elongation of a
1

16 -in-diameter spring-steel wire. What elongation would result for a wire
length of 70 cm?

10.32. A Manganin strain gage has a gage factor of 0.47 and a nominal resistance of
120 	. The gage is used in the bridge circuit of Prob. 10.29. What will be the
voltage output for the specified conditions?

10.33. A strain gage is placed on a spring-steel member and a strain measured as
300 μm/m for the member in tension. Calculate the axial stress.

10.34. A model airplane engine develops 1 hp at 10,000 rpm. Calculate the torque
produced at these conditions. Suppose this torque acts at a moment arm of
15 cm and is to be measured with the deflection of a cantilever beam having a
nominal deflection of 1.0 cm. Specify suitable design dimensions for a beam
to accomplish this measurement.

10.35. The torque of the engine in Prob. 10.34 is to be measured by observing the
angular deflection of a hollow cylinder like that shown in Fig. 10.7. An angular
deflection of 20◦ is desired for the l-hp output. Determine two suitable sets of
dimensions (radii and length) to accomplish this objective.

10.36. A strain gage has a nominal resistance of 120 	. The gage is installed in
a bridge circuit having equal arm resistances of 120 	 and is operated as a
current-sensitive device with a detector resistance of 350	. The voltage source
is 4.5 V. Calculate the current sensitivity of the device if the gage factor is 1.9.

10.37. The bridge circuit of Prob. 10.36 is operated with a digital voltmeter having
a very high input impedance. What voltage output will result from a strain of
3.1 μm/m?

10.38. A 2.0-cm-diameter rod 50 cm long is subjected to an axial load and the strain
measured with the bridge gage arrangement of Prob. 10.37. What axial force
would be necessary to produce an axial deformation of 10 μm, and what would
be the resulting gage reading in volts?

10.39. A torque is measured by angular deflection of a tube having ri = 0.5 cm,
ro= 0.5 cm, and L = 5 cm. What relationship must exist between the shear
modulus of elasticity and the applied torque to produce an angular deflection
of 10◦? State units.

10.40. An analytical balance like that of Fig. 10.2 is used to weigh a 15-oz (troy)
quantity of platinum in air at 1 atm and 20◦C. The density of platinum is
21,380 kg/m3 and that of the standard brass weights is 8490 kg/m3. If the price
of platinum is $400 per oz, calculate the dollar value of the buoyancy error in
weight determination. (Note: 1 lbm = 12 troy oz.)
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10.41. A hollow steel cylinder is to be used as a torque-sensing device. The maximum
torque that will be applied is 30 N-m. If the dimensions of the cylinder are
L = 18 cm, ri = 2.6 cm, and r0 = 2.8 cm, calculate the maximum angular
deflection that will be observed.

10.42. An automotive engine is rated at a power output of 375 horsepower at 4000 RPM.
What will be the output torque at the rated conditions?

10.43. A rod, constructed of spring steel, has a diameter of 2.0 mm and is to be used as
a force-measuring device by sensing the deflection of the rod when subjected
to the loading force. The maximum deflection allowed is 10.0 mm and the
length of the rod is 59 mm. Calculate the maximum force the rod can be used
to measure.

10.44. A 1.0-m length of spring steel wire having a diameter of 0.8 mm is thread
through a pulley arrangement and fixed at one end. The other end is subjected
to a force of 800 N. Neglecting any frictional effects of the pulleys, calculate
the deflection of the wire, expressed in millimeters.

10.45. An analytical balance which employs brass weights is used to weigh a
200-cm3 sample of glass wool having an approximate density of 1.5 lbm/ft3.
If the surrounding air is at standard conditions of 1 atm and 20◦C, what weight
will be indicated by the balance? What percent error do you expect in this
measurement?

10.46. Repeat Prob. 10.45 for a measurement employing standard weights constructed
of aluminum.
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11
Motion and Vibration Measurement

11.1 Introduction

Measurements of motion and vibration parameters are important in many applica-
tions. The experimental quantity that is desired may be velocity, acceleration, or
vibration amplitude. These quantities may be useful in predicting the fatigue failure
of a particular part or machine or may play an important role in analyses which are
used to reduce structure vibrations or noise level.

The central problem in any type of motion or vibration measurement concerns a
determination of the appropriate quantities in reference to some specified state, that is,
velocity, displacement, or acceleration in reference to ground. Ideally, one would like
to have a motion or vibration transducer which connects to the body in motion and
furnishes an output signal proportional to the vibrational input. The ideal transducer
should be independent of its location, that is, functioning equally well whether it is
connected to a vibrating structure on the ground, in an aircraft, or in a space vehicle.
In this chapter we shall see some of the compromises which are necessary to approach
such behavior.

Sound may be classified as a vibratory phenomenon, and we shall indicate some of
the important parameters necessary for specification of sound level. The measurement
and analysis of sound levels are very specialized subjects which are important in
modern building and equipment design [8].

11.2 Two Simple Vibration Instruments

Consider the simple wedge shown in Fig. 11.1 which is attached to a vibrating wall.
When the wall is at rest, the wedge appears as in Fig. 11.1a; when the wall is in
motion, the wedge appears as in Fig. 11.1b. An observation is made of the distance
x. At this distance the thickness of the wedge is equal to the double amplitude of the
motion. In terms of x the amplitude is given by

a = x tan
θ

2
[11.1]

523
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� 2a

x

Vibration
s � a cos �t

(a) (b)

Figure 11.1 Simple wedge as a device for amplitude-displacement measurements.
(a) At rest; (b) in motion.

Vibration
s � s0 cos �nt

�n � 11.0 EI

mL4

(a) (b)

Figure 11.2 Cantilever beam used as a frequency-measurement device.
(a) No vibration or vibration other than ωn; (b) vibration at ωn.

where θ is the total included angle of the wedge. The wedge-measurement device is
necessarily limited to rather large-amplitude motions, usually for a > 0.8 mm.

A simple vibration-frequency-measurement device is shown in Fig. 11.2. The
small cantilever beam mounted on the block is placed against the vibrating surface,
and some appropriate method is provided for varying the beam length. When the beam
length is properly adjusted so that its natural frequency is equal to the frequency of
the vibrating surface, the resonance condition shown in Fig. 11.2b will result. The
natural frequency of such a beam is given by

ωn = Cn

√
EI

mL4
[11.2]

where ωn = natural frequency, Hz
E = Young’s modulus for the beam material, psi or N/m2

I = moment of inertia of the beam about the centroidal axis in the
direction of deflection, in4 or m4

m = mass per unit length, lbm/in, or kg/m
L = beam length, in or m

Cn = 11.0 for English or 0.550 for SI units

Example 11.1 VIBRATING ROD. A 1
16 -in-diameter spring-steel rod is to be used for a vibration-frequency

measurement as shown in Fig. 11.2. The length of the rod may be varied between 1 and 4 in.
The density of this material is 489 lbm/ft3, and the modulus of elasticity is 28.3 × 106 psi.
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Calculate the range of frequencies that may be measured with this device and the allowable
uncertainty in L at L = 4 in in order that the uncertainty in the frequency is not greater than
1 percent. Assume the material properties are known exactly.

Solution

We have

E = 28.3× 106 psi

I = πr4

4
= π(1/32)4

4
= 7.49× 10−7 in4 (Table A.12)

m = ρπr2 = π(489)(1/32)2

(144)

1

12
= 8.69× 10−4 lbm/in

At x = 1 in

ωn = 11.0

[
(28.3× 106)(7.49× 10−7)

(8.69× 10−4)(1)4

]1/2

= 1718 Hz

At x = 4 in

ωn = 107.5 Hz

We use Eq. (3.2) to determine the allowable uncertainty in the length measurement in terms of
the uncertainty in the frequency measurement.

∂ωn

∂L
= 11.0

√
EI

m

(−2

L3

)

wωn
=

[(
∂ωn

∂L
wL

)2
]1/2

so that wL = wωn
L3

22.0
√

EI/m

At L = 4 in

wωn
= (0.01)(107.5) = 1.075 Hz

wL = (1.075)(4)3

(22.0)(156.2)
= 0.02 in

At L = 1.0 in greater precision is required,

wωn
= (0.01)(1718) = 17.18 Hz

wL = (17.18)(1)3

(22)(156.2)
= 0.005 in

11.3 Principles of the Seismic Instrument

The seismic instrument is a device that has the functional form of the system shown
in Fig. 2.3. A schematic of a typical instrument is shown in Fig. 11.3. The mass
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Housing
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Damper

Seismic mass
m

Displacement
transducer

Workpiece

x2(t)

x1 � x0 cos �1t

Figure 11.3 Schematic of typical seismic instrument.

m

c k

x1(t) � x0
cos �1t

x2(t)

Figure 11.4 Mechanical system for a seismic instrument.

is connected through the parallel spring and damper arrangement to the housing
frame. This frame is then connected to the vibration source whose characteristics
are to be measured. The mass tends to remain fixed in its spatial position so that
the vibrational motion is registered as a relative displacement between the mass and
the housing frame. This displacement is then sensed and indicated by an appropriate
transducer, as shown in the schematic diagram. Of course, the seismic mass does not
remain absolutely steady, but for selected frequency ranges it may afford a satisfactory
reference position.

The seismic instrument may be used for either displacement or acceleration mea-
surements by proper selection of mass, spring, and damper combinations. In general,
a large mass and soft spring are desirable for vibrational displacement measurements,
while a relatively small mass and stiff spring are used for acceleration indications.
This will be apparent from the theoretical discussion that follows. We note, of course,
that the seismic instrument is a second-order system in the context of the discussion
of Chap. 2.

Figure 2.3 is reproduced as Fig. 11.4 to show the mechanical system to be ana-
lyzed. Using Newton’s second law of motion, we have

m
d2x2

dt2
+ c

dx2

dt
+ kx2 = c

dx1

dt
+ kx1 [11.3]
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where it is assumed that the damping force is proportional to velocity. We assume
that a harmonic vibratory motion is impressed on the instrument such that

x1 = x0 cos ω1t [11.4]

and wish to obtain an expression for the relative displacement x2 − x1 in terms of
this impressed motion. The relative displacement is that which is detected by the
transducer shown in Fig. 11.3. Rewriting Eq. (11.3) and substituting Eq. (11.4) gives

d2x2

dt2
+ c

m

dx2

dt
+ k

m
x2 = x0

(
k

m
cos ω1t − c

m
ω1 sin ω1t

)
[11.5]

The solution to Eq. (11.5) is

x2 − x1 = e−(c/2m)t(A cos ωt + B sin ωt)+ mx0ω
2
1 cos(ω1t − φ)[(

k −mω2
1

)2 + c2ω2
1

]1/2 [11.6]

where the frequency is given by

ω =
[

k

m
−

(
c

2m

)2
]1/2

for
c

cc

< 1.0 [11.7]

and the phase angle is given by

φ = tan−1 cω1

k −mω2
1

[11.8]

A and B are constants of integration determined from the initial or boundary
conditions.

Note that Eq. (11.6) is composed of two terms: (1) the transient term involving
the exponential function and (2) the steady-state term. This means that after the initial
transient has died out a steady-state harmonic motion is established in accordance
with the second term. The frequency of this steady-state motion is the same as that
of the impressed motion, and its amplitude is

(x2 − x1)0 = x0(ω1/ωn)
2

{[1− (ω1/ωn)2]2 + [2(c/cc)(ω1/ωn)]2}1/2
[11.9]

where the natural frequency ωn and the critical damping coefficient cc are given by

ωn =
√

k

m
[11.10]

cc = 2
√

mk [11.11]

The phase angle may also be written

φ = tan−1 2(c/cc)(ω1/ωn)

1− (ω1/ωn)2
[11.12]

A plot of Eq. (11.9) is given in Fig. 11.5. It may be seen that the output amplitude
is very nearly equal to the input amplitude when c/cc = 0.7 and ω1/ωn > 2. For
low values of the damping ratio the amplitude may become quite large. The out-
put becomes essentially a linear function of input at high-frequency ratios. Thus, a
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Figure 11.5 Displacement response of a seismic instrument as given by Eq. (11.9).

semismic-vibration pickup for measurement of displacement amplitude should be uti-
lized for measurement of frequencies substantially higher than its natural frequency.
The instrument constants c/cc and ωn should be known or obtained from calibra-
tion. The anticipated accuracy of measurement may then be calculated for various
frequencies.

The acceleration amplitude of the input vibration is

a0 =
(

d2x1

dt2

)
0

= ω2
1x0 [11.13]

We may thus use the measured output of the instrument as a measure of accelera-
tion. There are problems associated with this application, however. In Eq. (11.9) the
bracketed term is the one that governs the linearity of the acceleration response since
ωn will be fixed for a given instrument. In Fig. 11.6 we have a plot of

(x2 − x1)0ω
2
n

a0
versus

ω1

ωn

which indicates the nondimensionalized acceleration response. Thus, by measuring
(x2 − x1)0, we can calculate the input acceleration a0. Generally, unsatisfactory per-
formance is observed at frequency ratios above 0.4. Therefore, for acceleration mea-
surements we wish to operate at frequencies much lower than the natural frequency,
in contrast to the desirable region of operation for amplitude measurements. From the
standpoint of instrument construction this means that we wish to have a low natural
frequency (soft spring, large mass) for amplitude measurements and a high natural
frequency (stiff spring, small mass) for acceleration measurements in order to be able
to operate over a wide range of frequencies and still enjoy linear response.
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11.3 Principles of the Seismic Instrument 529

Figure 11.6 Acceleration response of a seismic instrument to a harmonic input of frequency ω1 as given by
Eq. (11.13): (a) linear, (b) semilog, (c) log coordinates.
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The seismic instrument may also be used for vibration-velocity measurements
by employing a variable-reluctance magnetic pickup as the sensing transducer. The
output of such a pickup will be proportional to the relative velocity amplitude, that
is, the quantity [

d

dt
(x2 − x1)

]
0

From the above discussion it may be seen that the seismic instrument is a very
versatile device that may be used for measurement of a variety of vibration parame-
ters. For this reason many commercial vibration and acceleration-pickups operate on
the seismic-instrument principle. Calibration methods for the seismic instrument are
discussed in Refs. [1], [4], [6], and [7].

The transient response of the seismic instrument is governed partially by the
exponential decay term in Eq. (11.6). The time constant for this term could be taken as

T = 2m

c
[11.14]

or in terms of the natural frequency and critical damping ratio,

T = 1

ωn(c/cc)
[11.15]

The specific transient response of the seismic-instrument system is also a function
of the type of input signal, that is, whether it is a step function, harmonic function,
ramp function, etc. The linearity of a vibration transducer is thus influenced by the
frequency-ratio requirements that are necessary to give linear response as indicated
by Eqs. (11.6) and (11.9). The design of a transducer for particular response char-
acteristics must involve a compromise between these two effects, combined with a
consideration of the sensitivity of the displacement-sensing transducer and its tran-
sient response characteristics.

Example 11.2 FREQUENCY LIMIT FOR DISPLACEMENT MEASUREMENT MODE. Using
Eq. (11.9) and c/cc = 0.7, calculate the value of ω1/ωn such that (x2 − x1)0/x0 = 0.99;
i.e., the error is 1 percent for a displacement determination.

Solution

We have

0.99 = (ω1/ωn)
2

{[1− (ω1/ωn)2]2 + [2(0.7)(ω1/ωn)]2}1/2

Rearranging this equation gives the quadratic relation[(
1

0.99

)2

− 1

](
ω1

ωn

)4

+ 0.04
(

ω1

ωn

)2

− 1 = 0

which yields
ω1

ωn

= 2.47
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Example 11.3SEISMIC INSTRUMENT FOR ACCELERATION MEASUREMENT. A small seismic
instrument is to be used for measurement of linear acceleration. It has ωn = 100 rad/s and
a displacement-sensing transducer which detects a maximum of ±0.1 in. The certainty in
the displacement measurement is±0.001 in. Calculate the maximum acceleration that may be
measured with this instrument and the uncertainty in the measurement, assuming ωn is known
exactly.

Solution

From Fig. 11.6 we see that the maximum attainable value for a0 is observed when ω1/ωn → 0
and

ω2
n(x2 − x1)0

a0
→ 1.0

so that

a0 = ω2
n(x2 − x1)0

= 1002

(
0.1

12

)
= 83.3 ft/s2 (25.39 m/s2)

The uncertainty is calculated from

wa =
[(

∂a

∂x
wx

)2
]1/2

= ω2
nwx = (100)2

(
0.001

12

)
= 0.833 ft/s2

or an uncertainty of 1 percent. It may be noted that larger uncertainties would be present when
smaller accelerations were measured.

Example 11.4FREQUENCY RATIO FOR ACCELERATION MEASUREMENT. Calculate the fre-
quency ratio for which the error in acceleration measurement is 1 percent, with c/cc = 0.7;
i.e., [(x2 − x1)w

2
n]/a0 = 0.99.

Solution

We have

0.99 = 1

{[1− (ω1/ωn)2]2 + [2(0.7)(ω1/ωn)2]}1/2

This gives the quadratic relation

(
ω1

ωn

)4

− 0.04
(

ω1

ωn

)2

+ 1−
(

1

0.99

)2

= 0

which yields
ω1

ωn

= 0.306

Example 11.5DECAY OF TRANSIENT TERM. Calculate the time required for the exponential transient
term in Eq. ( 11.6) to decrease by 99 percent with ωn = 100 rad/s and c/cc = 0.7. Compare this
time with the period of an acceptable frequency ω1 for displacement and acceleration amplitude
measurements as calculated from the 99 percent relationships of Examples 11.2 and 11.4.

hol29303_ch11_523-555.pdf   9hol29303_ch11_523-555.pdf   9 8/12/2011   3:24:28 PM8/12/2011   3:24:28 PM



532 C H A P T E R 11 • Motion and Vibration Measurement

Solution

We have

e−(c/2m)t = 0.01 and
ct

2m
= 4.61

4.61 = ωn

(
c

cc

)
t

t = 0.0658 s

For Example 11.2 ω1/ωn = 2.47 and the corresponding period for ω1 in the displacement
measurement is

P = 2π

ω1
= 2π

247
= 0.0257 s

From Example 11.4 ω1/ωn = 0.306 and the corresponding period for ω1 in the acceleration
measurement is

P = 2π

ω1
= 2π

30.6
= 0.205 s

Comment

No specific conclusions may be drawn from this comparison because the transient response
depends on the manner in which the instrument is subjected to a change.

11.4 Practical Considerations

for Seismic Instruments

The previous paragraphs have shown the basic response characteristics of seismic
instruments to an impressed harmonic vibrational motion. Let us now consider some
of the ways that these instruments might be constructed in practice.

In Fig. 11.7 a seismic instrument is illustrated that uses a voltage-divider po-
tentiometer for sensing the relative displacement between the frame and the seismic
mass. To provide the damping for the system, the case of the instrument might be
filled with a viscous liquid which would interact continuously with the frame and the
mass. Because of the relatively large mass of the potentiometer, such systems have
rather low natural frequencies (less than about 100 Hz) and, as such, are limited to
acceleration measurements at frequencies less than about 50 Hz. Such acceleration
transducers may weigh 500 g or more.

The linear variable differential transformer (LVDT) described in Sec. 4.21
offers another convenient means for measurement of the relative displacement
between the seismic mass and accelerometer housing. Such devices have some-
what higher natural frequencies than potentiometer devices (270 to 300 Hz) but
are still restricted to applications with low-frequency-response requirements. The
differential transformer, however, has a much lower resistance to motion than the
potentiometer and is capable of much better resolution. In addition, the seismic ac-
celerometer using an LVDT can be considerably lighter in construction than one with

hol29303_ch11_523-555.pdf   10hol29303_ch11_523-555.pdf   10 8/12/2011   3:24:28 PM8/12/2011   3:24:28 PM



11.4 Practical Considerations for Seismic Instruments 533

m x2(t)

x1(t)

k/2

k/2

Housing filled
with damping fluid

Figure 11.7 Seismic instrument using a voltage-divider potentiometer for sensing
relative displacement.

m x2(t)

x1(t)

Housing filled
with damping fluid

Strain
gages

Cantilever
beam

Figure 11.8 Seismic instrument utilizing an electrical-resistance strain gage for sensing
relative displacement.

a potentiometer. Table 4.4 gives a comparison of the characteristics of the LVDT
and potentiometer.

The electrical-resistance strain gage discussed in Chap. 10 may also be used for
a displacement-sensing device in a seismic instrument. Consider the schematic in
Fig. 11.8. The seismic mass is mounted on a cantilever beam. On each side of the
beam a resistance strain gage is mounted to sense the strain in the beam resulting from
the vibrational displacement of the mass. Damping for the system is provided by the
viscous liquid, which fills the housing. The outputs of the strain gages are connected
to an appropriate bridge circuit, which is used to indicate the relative displacement
between the mass and housing frame. The natural frequencies of such systems are
fairly low and roughly comparable to those for the LVDT systems. The low natural
frequencies result from the fact that the cantilever beam must be sufficiently large to
accommodate the mounting of the resistance strain gages.

For high-frequency measurements the seismic instrument frequently employs a
piezoelectric transducer (Sec. 4.23), as shown in Fig. 11.9. The natural frequency of
such instruments may be as high as 100 kHz, and the entire instrument may be quite
small and light in weight. A total weight of 50 g for a piezoelectric accelerometer
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Figure 11.9 Seismic instrument utilizing a piezoelectric transducer.

is not uncommon. Piezoelectric devices have rather high electric outputs but are not
generally suitable for measurements at frequencies below about 10 Hz. Electrical
impedance matching between the transducer and readout circuitry is usually a critical
matter requiring careful design considerations.

Seismic-vibration instruments may be influenced by temperature effects. De-
vices employing variable-resistance-displacement sensors will require a correction
to account for resistance changes due to temperature. The damping of the instrument
is affected by changes in viscosity of the fluid surrounding the seismic mass. Sili-
cone oils are frequently employed in such applications, and their viscosity is strongly
dependent on temperature. It would not be uncommon for such oils to experience a
change in viscosity by a factor of 2 for a temperature change of only 50◦F (28◦C).
The viscosity-temperature effect could be eliminated, of course, if a fluid with a small
change in viscosity with temperature were used. Unfortunately, fluids which have this
desirable behavior, viz., gases, have low viscosities as well so that they are generally
unsuitable for use as damping agents in the seismic instrument. One way of allevi-
ating the viscosity-temperature problem is to install an electrical-resistance heater in
the fluid to maintain the temperature at a constant value regardless of the surrounding
temperature.

Obviously, vibration measurements are not always performed on large, massive
pieces of equipment. It is frequently of interest to measure the vibration of a thin
plate or other small, low-mass structures. The question immediately arises about the
effect of the presence of the vibration instrument in such measurements. If the mass
of the instrument is not small in comparison with the mass of the workpiece on
which it is to be installed, the vibrational characteristics may be altered appreciably.
In such cases a correct interpretation of the output of the vibrational instrument
may only be obtained by analyses beyond the scope of our discussion. A simple
experimental technique, however, will tell the engineer whether the presence of the
instrument has altered the vibrational characteristics of the structure under test. First,
a measurement is made with the vibration instrument in place. Then, an additional
mass is mounted on the structure along with the instrument and a second measurement
is taken under the same conditions as the first. If there is no appreciable difference
between the two measurements, it may be assumed that the presence of the vibrometer
has not altered the vibrational characteristics. If there is an appreciable difference in
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the measurements, an analysis will be necessary to determine the “free” vibrational
characteristics in terms of the experimental measurements.

11.5 Sound Measurements

Sound waves are a vibratory phenomenon and for this reason are appropriately dis-
cussed in this chapter. They might also be discussed in the chapter on pressure mea-
surements because acoustic effects are usually measured in terms of harmonic pressure
fluctuations that they produce in a liquid or gaseous medium. They are also charac-
terized by an energy flux per unit area and per unit time as the acoustic wave moves
through the medium. A mathematical description of different acoustic waves will be
given later in this section.

It is standard practice in acoustic measurements to relate sound intensity and
sound pressure to certain reference values I0 and p0, which correspond to the intensity
and mean pressure fluctuations of the faintest audible sound at a frequency of 1000 Hz.
These reference levels are

I0 = 10−16 W/cm2 [11.16]

p0 = 2× 10−4 dyn/cm2

= 2× 10−5 N/m2(0.0002 μbar)

= 2.9× 10−9 psi [11.17]

Sound intensity and pressure levels are measured in decibels. Thus,

Intensity level (dB) = 10 log
I

I0
[11.18]

Pressure level (dB) = 20 log
p

p0
[11.19]

When pressure fluctuations and particle displacements are in phase, such as in a plane
acoustic wave, these levels are equal, 10 log I/I0 = 20 log p/p0.

The intensity or pressure level is usually called the sound-pressure level (SPL).
The magnitudes of the particle velocity and pressure fluctuations created by

a sound wave are small. For example, a plane sound wave having an intensity of
140 dB generates a maximum oscillation velocity of approximately 2.4 ft/s (0.73 m/s)
and a root mean square pressure fluctuation of about 0.029 psi (200 Pa). A sound
intensity of 90 dB is considered the maximum permissible level for extended human
exposure.

In many circumstances we shall be interested in the sound intensity that re-
sults from several sound sources. This calculation could, of course, be performed
with Eqs. (11.18) and (11.19), but the chart in Fig. 11.10 is frequently used to
advantage in such computations. The following examples illustrate the use of the
figure.
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Figure 11.10 Calculation aid for adding or subtracting sound levels measured
in decibels.

Example 11.6 ADDITION OF SOUND SOURCES. Calculate the total sound intensity resulting from
two sound sources at 60 and 70 dB.

Solution

The numerical difference between the two levels being added is 10 dB. Consulting Fig. 11.10,
we find that the numerical difference between the total and larger level is about 0.4 dB. There-
fore, the total sound intensity is 70+ 0.4 = 70.4 dB.

This same result could also be obtained by using Eq. (11.18)

log
(

I1

I0

)
= 60

10
= 6 log

(
I2

I0

)
= 70

10
= 7

I1 = 106I0 I2 = 107I0 Itotal = I1 + I2 = 1.1× 107I0

log
(

Itotal

I0

)
= 7.0414

Total intensity level (dB) = 10 log
(

Itotal

I0

)
= 70.41 dB

Example 11.7 ADDITION OF THREE SOUND SOURCES. Calculate the total sound intensity result-
ing from three sound sources at 50, 55, and 60 dB.
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Solution

We first combine the two lower levels to find their equivalent intensity. This intensity is then
combined with the highest level to obtain the total sound level. Figure 11.10 is used for the
calculations.

50- and 55-dB levels:

Difference = 5 dB

Amount to be added to larger level = 1.2 dB

Equivalent level = 55+ 1.2 = 56.2 dB

56.2- and 60-dB combination:

Difference = 3.8 dB

Amount to be added to larger level = 1.5 dB

Total sound level = 60+ 1.5 = 61.5 db

The human ear responds differently to different sound frequencies and to certain
groups of frequencies, which are called “noise.” The acoustical engineer is respon-
sible for designing rooms or systems in such a way that unwanted frequencies or
noise are filtered out while clarity of transmission of certain other sounds is still
retained. An auditorium, for example, should be designed so that very little outside
noise is transmitted through the walls, while the inside structure and fixtures should
allow clear transmission of audio performances on the stage. The walls should have
good sound insulation, while the inside surfaces should be properly designed so that
unwanted reverberations are eliminated without causing undue attenuation of sound
from the stage. Almost all acoustical design problems involve the exercise of consid-
erable judgment based on practical experience as well as a knowledge of some basic
sound-level measurements.

Sound-level measurements are performed with some type of microphone, which
may be considered a type of seismic-vibration instrument. The electric output of the
microphone is proportional to sound-pressure level, which may be used to calculate the
sound intensity according to Eq. (11.18). Appropriate power amplifiers and readout
meters or recorders indicate the sound level. In general, the microphone must be
calibrated in a test facility with a source of known frequency and intensity. Even with
careful calibration, accuracies of better than ±1 dB may not be expected in sound-
pressure-level measurements. The characteristics of some typical microphones are
given in Table 11.1.

A typical practical application of sound-level measurements may call for an anal-
ysis of the noise spectrum in a certain sound source. For this purpose a noise analyzer
with bandpass-filter circuits is used. Several sound-pressure-level measurements are
taken to determine the sound intensity in various wavelength bands. Based on expe-
rience, the acoustical engineer may then take steps to attenuate whatever frequencies
he or she feels are necessary to achieve the design objective. For many commercial
applications, noise and vibration meters calibration may be achieved with a simple
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Table 11.1 Characteristics of microphones according to Ref. [9]

Approximate
Open-Circuit
Sensitivity, Approximate

Frequency dB, Below Impedance, Application
Mechanism Range 1 V/dyn · cm2 Ω and Remarks

Electrodynamic Up to 20 kHz −85 10 Field measurements,
communications, etc.

Electrostatic Up to 50 kHz −50 500,000 Precision measurements,
standards

Piezoelectric:
Rochelle Audio region −50 100,000 Temperature-dependent,

ultrasonic hygroscopic
ADP crystal −50 Use in underwater

sound, solids, etc.
Quartz Mainly −90 to −100 High

ultrasonic
Barium titanate −90 Low High-intensity work

in air; water;
measurements with
small probes

Magnetostrictive Mainly −100 Low Underwater sound
ultrasonic

Ribbon microphone Audio region −100 1 Directive

whistle or tuning fork in a quiet room. Sound-level readings will generally follow the
inverse square law with respect to distance.

Example 11.8 MICROPHONE SENSITIVITY AND OUTPUT. A certain microphone has an open-
circuit sensitivity of −80 dB referenced to 1 V for sound-pressure excitation of 1 dyn/cm2.
Calculate the voltage output when exposed to a sound field of (a) 100 dB and (b) 50 dB.

Solution

We first calculate the sound pressure from Eq. (11.19). We have, for the 100-dB level,

100 = 20 log
p

2× 10−4

p = 20 dyn/cm2

The reference voltage for an excitation of 1 dyn/cm2 is calculated as

−80 dB = 20 log
E

1.0
E = 10−4 V

Because we assume the output voltage varies in a linear manner with the impressed sound field,
the output voltage at 100-dB sound level is

E = 20× 10−4 = 2 mV
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For a sound level of 50 dB the sound pressure is obtained from

50 dB = 20 log
p

2× 10−4

p = 6.24× 10−2 dyn/cm2

The output voltage is therefore

E = (6.24× 10−2)(10−4) = 6.24× 10−6 V

A good summary of acoustical principles and materials for use in sound-
attenuation applications is given in Refs. [2], [3], and [8]. The following paragraphs
present a summary discussion of some of the types of acoustical phenomena that are
encountered in practice.

Traveling Plane Waves

A plane acoustic wave may be described in terms of the displacement of a particle at
a distance x from the wave source and at a time t. The analytical relation expressing
the particle displacement as a function of distance and time for a harmonic wave is

ξ = ξm cos
2π

λ
(ct − x) [11.20]

where ξ = particle displacement

ξm = particle-displacement amplitude

c = sound velocity

λ = wavelength

An observer located at some particular distance x1 from a plane wave source will
experience a periodic variation of the particle displacement and velocity. Another
observer located at a distance x2 from the source will experience exactly the same
relative periodic motion; however, the absolute time at which the maximum and
minimum points in the motion occur will depend on the distance (x2 − x1) and
the wave velocity c. The amplitude of the oscillatory motion will decrease with
the distance from the wave source owing to viscous dissipation in the fluid. The
plane wave described by Eq. (11.20) is called a “traveling wave” because the particle
displacement is dependent on time and the distance from the wave source. Traveling
waves may be described in a similar manner for cylindrical wave propagation.

The fluctuations in pressure due to the passage of a plane sound wave may be
described in terms of the amplitude of the particle displacement through the relation

p = −β
∂ξ

∂x
= −β

2π

λ
ξm sin

2π

λ
(ct − x) [11.21]
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540 C H A P T E R 11 • Motion and Vibration Measurement

where β is the adiabatic bulk modulus of the fluid defined by

β = −V
dp

dV
[11.22]

The intensity of a sound wave is defined as the flux of energy per unit time and per
unit area. Several equivalent expressions for the intensity of a plate wave are given
in Eq. (11.23):

I = 1
2ρac(ξ̇m)2

= 1
2ρacω

2 ξ2
m

= ρac(ξ̇rms)
2

= prmsξrmsω

= p2
rms

ρac
[11.23]

where ρa = air density

ω = frequency

ξ̇m = velocity amplitude of the wave

ξ̇rms = rms value of the particle velocity

prms = rms pressure fluctuation

It is worthwhile to note that the intensity expressions containing the pressure
terms do not apply for the case of cylindrical or spherical waves unless the radius of
curvature of these waves is large enough so that the wave front may be approximated
by a plane.

Standing Waves

Standing waves, like traveling waves, are described in terms of periodic particle
displacements and the corresponding periodic particle velocities. For the case of
traveling waves the amplitude of the particle displacement is the same regardless of
the position x provided that viscous dissipation effects are neglected. For standing
waves the amplitude of the particle displacement will follow a periodic variation with
the distance x from the sound source. At even quarter-wavelengths the amplitude will
be zero, and at odd quarter-wavelengths the particle-displacement amplitude will take
on its maximum value. Consequently, the term “standing wave” is derived from the
fact that the amplitude of the particle displacement has a periodic variation which
is independent of time. Thus, we have the idea that the wave “stands” in a certain
position. The particle motion in a standing wave may be represented by the relation

ξ = 2ξm sin

(
2πx

λ

)
cos

(
2πct

λ
+ const

)
[11.24]
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Figure 11.11 Typical overall sound levels: decibels RE 0.0002 μbar, the minimum
audible sound level at 1000 Hz.
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542 C H A P T E R 11 • Motion and Vibration Measurement

Constant-Pressure Sound Field

Constant-sound-pressure waves are distinctly different from either traveling waves
or standing waves and are encountered in reverberant chambers whose walls reflect
the major portion of the wave energy striking them. For the ideal case the energy of
the sound source is distributed uniformly throughout the reverberant room so that the
fluid will experience a uniform compression and expansion in all directions.

Traveling waves and standing waves represent a vector field; that is, they depend
on the direction in which the wave is propagating. Reverberant waves, for the ideal
case, are independent of either distance or direction from the wave source; hence, they
represent a scalar field. There is evidently no simple correlation between the pressure
fluctuations and the particle displacements in the free space of a reverberant room.

Psychoacoustic Factors

The sound-pressure scale for typical sound sources is indicated in Fig. 11.11, ranging
from the threshold of hearing to the intensive sound of a rocket engine. We have
already noted that the human ear responds differently to different frequencies; there-
fore, in order to interpret the response of the ear to a particular sound source we must
know the distribution of the sound over the entire frequency spectrum. The nonlin-
ear response of the ear has been determined, resulting in the Fletcher-Munson [11]
curves for equal loudness shown in Fig. 11.12. According to these curves, the ear is
much more sensitive to midfrequencies than to low or high frequencies. Based on
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Figure 11.12 Equal loudness contours for pure tones. (American Standard for Noise
Measurement Z24.2–1942.)
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11.5 Sound Measurements 543

the above concepts, it is possible to define the loudness level as a relative measure
of sound strengths judged by an average human listener. The unit of loudness level
is the phon, which is defined so that the loudness in phons is numerically equal to
the sound-pressure level at a frequency of 1000 Hz. The loudness levels are noted on
the curves of Fig. 11.12. Inspecting the 40-phon curve we find that a signal at 20 Hz
requires a SPL of 94 dB to sound as loud as a signal having a frequency of 1000 Hz
and SPL of 40 dB. Likewise, a signal at 10 kHz requires a SPL of 46 dB to sound as
loud as a signal at 1000 Hz and 40 dB.

Example 11.9VELOCITY AND PRESSURE FLUCTUATIONS IN SOUND FIELD. Verify that the
velocity amplitude and root-mean-square (rms)-pressure fluctuation are 0.7 m/s and 202 Pa for
a 140-dB plane sound wave in air at 20◦C and 100 kPa.

Solution

From Eq. (11.18)

140 dB = 10 log
I

I0

where I0 = 10−16 W/cm2 = 10−12 W/m2, so that

I = (10−12)(1014) = 100 W/m2

The air density is obtained from the ideal-gas law

ρa = p

RT
= 105

(287)(293)
= 1.189 kg/m3

and the velocity of sound from Eq. (7.49) is

c =
√

γgcRT = [(1.4)(1.0)(287)(293)]1/2

= 343 m/s

The velocity amplitude ξ̇ is obtained from Eq. (11.23) as

ξ̇ =
(

2I

ρac

)1/2

=
[

(2)(100)

(1.189)(343)

]1/2

= 0.70 m/s

The rms-pressure fluctuation is also obtained from Eq. (11.23) as

prms = (ρacI)
1/2

= [(1.189)(343)(100)]1/2

= 202 Pa = 0.002 atm

Example 11.10SOUND POWER TRANSMITTED BY LOUDSPEAKER. A 15-in-diameter “woofer”
loudspeaker produces a SPL of 105 dB 1 m from the speaker for a power input to the speaker
of 1.0 W. The air conditions are 100 kPa and 20◦C. Assuming the SPL occurs over the area of
the speaker, calculate the ratio of sound energy to the energy input to the speaker.
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Solution

We first calculate the sound intensity from Eq. (11.18):

105 = 10 log
I

10−12

and I = 0.0316 W/m2

The area for a 15-in diameter is

A = π(15/12)2

4
= 1.227 ft2 = 0.114 m2

The sound power is, therefore,

Sound power = IA = (0.0316)(0.114) = 0.0036 W

The desired ratio is

Sound power

Power to speaker
= 0.0036

Comment

We note, of course, that all the sound power leaving the surface of the speaker cone does not
pass through the area used in the above calculation. Much of the energy goes to other parts
of the enclosing space. If one assumes all the energy goes through a hemisphere area with a
radius of 1.0 m, the area would be

A = 1
2 (4πr2) = 2π = 6.283 m2

and the sound power would be

Sound power = IA = (0.0316)(6.283) = 0.199 W

The output/input ratio, then, would be 0.199, indicating a rather good conversion of electric
power to sound power.

Measurement Systems

The typical sound-measurement system is shown in Fig. 11.13. An appropriate mi-
crophone is used to sense the sound wave. Before measurements begin an acoustic
calibrator is placed over the microphone to effect a calibration. The calibrator consists
of a special cavity for the particular microphone and a transducer that will produce
a known sound-pressure level inside the cavity for given driving voltage inputs. The
response of the microphone to the calibration signals is noted on the sound-level
meter, and thereby furnishes reference levels for use in comparing the signals pro-
duced by the unknown sound field.

In practice, the microphone may be mounted directly on the sound-level meter or
separated with a connecting cable in order to accommodate some particular measure-
ment objective. The sound-level meter incorporates the functions shown in Fig. 11.14.
An input preamplifier amplifies the signal that feeds the attenuator switch, which may
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Figure 11.13 Schematic of instrument arrangement for sound measurements.
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Figure 11.14 Schematic of sound-level meter.

be varied in 10-dB steps. The signal is then amplified further, and three standardized
weighting networks modify the signal in accordance with approximations to the stan-
dard loudness contours. The frequency-response characteristics of these networks are
shown in Fig. 11.15. The A scale approximates the 40-phon contour and is used for
levels below 55 dB. The B scale approximates the 70-phon contour and is used for
levels between 55 and 85 dB. Finally, the C scale is used above 85 dB and provides a
fairly flat response curve. The output from the weighting networks is either observed
on the self-contained indicating meter or recorded with some type of external digital
device. Checking the A curve we find that it attenuates the signal by about 54 dB at
20 Hz, which corresponds to the 54-dB boost one would need in the 40-phon curve
(94 – 40 dB) to cause the 20-Hz signal to sound as loud as the 1000-Hz signal. Similar
behavior is evident for the B curve in approximating the 55-phon curve.

The entire sound spectrum is of importance because of the influence of different
frequencies on human response. For this reason the output of the sound-level meter is
usually fed to an octave-band analyzer, which is an instrument containing amplifiers,
standard filter circuits, and an indicating-meter circuit to measure the signal strength in
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Figure 11.15 Standardized weighting networks for sound-level meters for random
sound incidence upon the microphone. A curve approximates inverse of
40-phon loudness, B curve approximates inverse of 55-phon loudness,
C curve approximates flat response. (American Standard Specification
for General Purpose Sound-Level Meters, SI-4-1961.)

Table 11.2 Standard octave-band-analyzer filters

Lowpass to 75 Hz
75–150 Hz

150–300 Hz
300–600 Hz
600–1200 Hz

1200–2400 Hz
2400–4800 Hz

Highpass from 4800 Hz

each filter passband. The standard octave passbands are given in Table 11.2. The output
from the microphone may also be captured in a digital memory device and a Fourier
analysis performed to determine the frequency content when complex waveforms are
measured. Such analysis can be quite useful in examining speech disorders and may
suggest appropriate therapeutic measures. Digital recorders offer the opportunity to
record sound sources for later display and computer analysis.

Acoustic Properties of Materials

One of the important objectives of acoustic measurements is a specification of the
sound-absorption properties of materials. With such information available, the acous-
tical engineer may then choose the proper material to accomplish environmental ob-
jectives in noise control or architectural design. There are many complicating factors
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Figure 11.16 Increase in sound absorption resulting from a doubling in thickness of a
typical homogeneous porous sound-absorbing material, according to
Ref. [3].

to be considered in the selection of sound-insulation materials, and we shall discuss
only two parameters that are of common interest. For further information the reader
should consult Refs. [3] and [10].

The sound-absorption coefficient ᾱ is defined by

ᾱ = sound energy absorbed

sound energy incident upon surface

The absorption coefficient is strongly frequency-dependent and influenced by such
factors as porosity of the surface, thickness of material, rigidity of material, etc.
Figure 11.16 illustrates the frequency dependence for a typical porous sound-absorbing
material. The material is clearly most effective in absorbing sound fields at mid- and
high frequencies. The absorption characteristics of some different types of materials
are shown in Fig. 11.17. The more rigid wood panels are substantially less effective
as absorbers than the porous material. In general, rigid materials are poor sound ab-
sorbers because they have the ability to vibrate and reemit sound. A highly damped,
nonrigid material like the porous sheet or, to a lesser degree, the assembly represented
by curve B in Fig. 11.17 is more effective in absorbing an incident sound wave. A
thin sheet of steel mounted in an undamped fashion would be a very poor absorber
because of the ease with which it may be set into vibration.

Fourier analysis of the frequency spectrum for transmission and absorption can
point the way to improved performance of various materials.

Noise-Reduction Coefficient

Since the sound-absorption characteristics of materials are so strongly frequency-
dependent, some average parameter must be selected which represents the material
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Figure 11.17 Absorption coefficients for (a) 1-in-thick porous acoustical material;
(b) two sheets of 1

8 -in-thick plywood, separated by tufts of randomly
glued felt causing 1
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3
8 -in-thick

randomly braced plywood, according to Ref. [3].

behavior over the entire frequency spectrum. One could choose an integrated average
of the absorption coefficient, but the accepted practice is to define a noise-reduction
coefficient (NRC) as

NRC =
∑ sound-absorption coefficients of

materials at 250, 500, 1000, and 2000 Hz

4

Thus, the NRC may be determined by measuring the absorption coefficients at the
four test frequencies and by taking their arithmetic average. It should be noted that this
definition does not take into account the absorption characteristics at a low frequency,
say, 125 Hz. For this reason comparison of materials on the basis of NRC alone may
be misleading if the absorption characteristics at low frequencies are of particular
interest. Certain inconsistencies are present in published data of noise-reduction co-
efficients because of the influence of sample mounting and test procedures on the final
reported measurements. For further information the interested reader should consult
Refs. [3] and [12].

11.6 Review Questions

11.1. Describe the basic concept of the seismic instrument.

11.2. Under what conditions is a seismic instrument suitable for (a) amplitude
measurements and (b) acceleration measurements?
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11.3. Describe some alternative constructions of a seismic instrument. When would
each construction be used?

11.4. When would a piezoelectric transducer be used to advantage in a seismic
instrument?

11.5. What are the reference-energy flux and pressure levels for sound fields?

11.6. What is the maximum permissible sound level for human exposure?

11.7. What is meant by the open-circuit sensitivity of a microphone?

11.8. Distinguish among traveling, standing, and constant-pressure sound fields.

11.9. Why is an octave-band analyzer used in sound measurements?

11.10. What is meant by loudness level?

11.11. Is the ear more or less sensitive to low frequencies than to midfrequencies
(i.e., 1000 Hz)?

11.12. How is a sound-level meter calibrated?

11.13. Define the sound-absorption coefficient.

11.14. Define the noise-reduction coefficient (NRC).

11.7 Problems

11.1. The vibrating wedge shown in Fig. 11.1 is used for an amplitude measurement.
The length of the wedge is 15 cm ± 0.5 mm and the thickness is 2.5 cm ±
0.2 mm. The x distance is measured as x = 5.6 cm ± 1.3 mm. Calculate the
vibration amplitude and its uncertainty in percent.

11.2. A small cantilever vibrometer is available for measurement of vibration fre-
quency, but the specification sheet is lost, so that the properties of the device
are not known. The instrument is calibrated by placing it on a large compres-
sor in the laboratory which is rotating at 300± 2.0 rpm. The measured length
for resonance conditions is 5.6 cm ± 0.2 mm. Calculate the frequency that
the instrument will indicate when L = 10 cm ± 0.5 mm. Also, calculate the
uncertainty in the measurement in this length.

11.3. Consider the cantilever beam of Example 11.1. Suppose the uncertainties in
the material properties and dimensions are

wE = 2%

wr = 0.0005 in

wp = 5 lbm/ft3

wL = 0.01 in

Calculate the resulting uncertainty in ωn at L = 1.0 and L = 4.0 in.

11.4. A cantilever beam is to be used for the measurement of frequencies between
100 and 1000 Hz. The beam is to be made from a rod of spring steel having

hol29303_ch11_523-555.pdf   27hol29303_ch11_523-555.pdf   27 8/12/2011   3:24:29 PM8/12/2011   3:24:29 PM



550 C H A P T E R 11 • Motion and Vibration Measurement

the properties given in Example 11.1. The maximum length of the rod is to
be 12.5 cm, and the uncertainties in material dimensions and properties are
those given in Prob. 11.3. Calculate the nominal diameter of the rod and the
uncertainty in the frequency at 100 and 1000 Hz.

11.5. A seismic accelerometer is to be used to measure linear acceleration over a
range from 30 to 300 m/s2. The natural frequency of the instrument is 200 Hz,
and this value may vary by ±2 Hz owing to temperature fluctuations. Cal-
culate the allowable uncertainty in the relative displacement measurement in
order to ensure an uncertainty of no more than 5 percent in the acceleration
measurement.

11.6. A seismic instrument is to be used to measure velocity. Show that the input
velocity amplitude is

v0 =
(

dx1

dt

)
0

= ω1x0

Subsequently show that this velocity amplitude may be expressed in terms of
the steady-state relative displacement as

(x2 − x1)0 = v0(ω1/ωn)

ωn{[1− (ω1/ωn)2]2 + [2(c/cc)(ω1/ωn)]2}1/2
11.7. Calculate the value of the time constant for the instrument in Prob. 11.5 if

c/cc = 0.65.

11.8. Plot the error in acceleration measurement of a seismic instrument for
c/cc = 0.7 versus frequency ratio, that is,

1− (x2 − x1)0ω
2
n

a0
versus

ω1

ωn

11.9. Alarge seismic instrument is constructed so thatm = 45 kg and c/cc = 0.707.
A spring with k = 2.9 kN/m is used so that the instrument will be relatively
insensitive to low-frequency signals for displacement measurements and rel-
atively insensitive to high-frequency signals for acceleration measurements.
Calculate the value of linear acceleration that will produce a relative displace-
ment of 2.5 mm on the instrument. Calculate the value of ω1/ωn such that

(x2 − x1)0

x0
= 0.99

11.10. A seismic accelerometer is to be designed so that the time constant calculated
from Eq. (11.15) is equal to the period of the maximum acceptable frequency
for a 1 percent error in measurement; i.e., (x2−x1)0/a0 = 0.99. Plotωn versus
c/cc in accordance with this condition.

11.11. Calculate the phase angle φ for the condition of Example 11.2.

11.12. Calculate the phase angle φ for the conditions of Example 11.3.

11.13. Calculate the energy flux and rms-pressure variation corresponding to a sound
intensity of 100 dB.
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11.14. The estimated accuracy of a sound-intensitymeasurement is usually expressed
in decibels. Calculate the uncertainties in intensity in watts per square
centimeter corresponding to±1,±2, and±3 dB. Express these as percentage
values at sound levels of 50, 80, and 120 dB.

11.15. A standing sound wave is created in room air (20◦C, 1 atm) with a frequency
of 1000 Hz. The peak sound intensity occurring in the wave is 120 dB. Plot the
sound intensity and pressure fluctuations as functions of x for one wavelength.
Over what fractional portion of a wavelength could the intensity be considered
constant, consistent with an estimated uncertainty of ±1 dB in the intensity
measurement?

11.16. Calculate the equivalent sound intensity of a combination of two, three, and
four 50-dB sources.

11.17. Calculate the total sound intensity of a combination of 63- and 73-dB sources.

11.18. Four sound sources of 62, 58, 65, and 70 dB are added together. Calculate
the total sound intensity in two different ways showing that the same result is
obtained.

11.19. Amicrophone has an open-circuit sensitivity of−55 dB. Calculate the voltage
output for sound levels of 60 and 80 dB.

11.20. Two microphones having sensitivities of−55 and−70 dB are available. What
amplification factor must be applied to the signal of the least sensitive unit in
order to make its output the same as the other microphone?

11.21. Calculate the noise-reduction coefficient (NRC) for the materials shown in
Figs. 11.16 and 11.17.

11.22. Calculate the attenuation in decibels for the 2-in porous material of Fig. 11.16
within each octave band of Table 11.2. For this calculation, choose some av-
erage absorption coefficient for each range of interest. Assume that all energy
not absorbed is transmitted through the material.

11.23. A 1000-Hz tone is generated with an intensity of 70 dB. What must be the
intensities of tones at 50, 100, and 10,000 Hz in order for them to be detected
with the same loudness by the ear?

11.24. Suppose that the playbackof a certainmusical passage in a high-fidelity system
produces an intensity of 80 dB at 1000 Hz when the reproduction is judged
to be most authentic to the original source. For various reasons a person may
wish to play the music at a lower level. When the 1000-Hz tones are reduced
to 45 dB, how much must the 60- and 100-Hz tones be boosted in order to
retain the same sense of authenticity to the original source?

11.25. Compare the sound-level-meterweighting-characteristic curveswith the loud-
ness curves of 40, 70, and 90 phon, corresponding to the A, B, and C scales,
respectively.

11.26. You are asked to design a cantilever device which will have a natural
frequency of 440 Hz to be used in music applications. Present a suitable
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design and specify the uncertainty which might be expected in the natural
frequency.

11.27. Four sound sources of 63, 78, 89, and 92 dB are to be added together. Calculate
the total sound intensity in two different ways showing that the same result is
obtained.

11.28. A seismic instrument is to be designed to measure frequencies between 100
and 400 Hz for obtaining both displacement and acceleration measurements.
Specify some mass-spring-damper arrangements to accomplish this and esti-
mate the uncertainty.

11.29. Acondenser microphone has an open-circuit sensitivity of−40 dB. Calculate
the voltage output for sound levels of 100 and 120 dB.

11.30. Calculate the attenuation in decibels for material B in Fig. 11.17 within each
octave band of Table 11.2.

11.31. Three sound sources at 75, 89, and 100 dB are added together. What is the
resultant sound level?

11.32. Calculate the rms-pressure fluctuations for sound waves at levels of 100, 110,
and 130 dB.

11.33. A microphone having an open-circuit sensitivity of −55 dB is said to have a
noise level of 28 dB. For a sound level of 90 dB, what is the voltage output
referenced to the noise level?

11.34. Suppose noise levels of a tape recorder are stated as −55 dB, while another
figure is given as −60 dB “A-weighted.” Explain the two statements. Why
would one specification be preferred over the other?

11.35. Suppose all the electric-power input to a speaker is delivered as sound power
through a hemisphere having a radius of 1.0 m enclosing the speaker. What
SPL would result from a 1-W input to the speaker?

11.36. A steel rod having a diameter of 0.8 mm is to be designed to have a natural
frequency of 500 Hz. What should be the length in centimeters?

11.37. Acertain loudspeaker produces a sound-pressure level of 90 dB at a distance of
1.0 m from the speaker cone for a power input to the speaker of 1 W. Calculate
the ratio of total sound power to electric-power input, assuming all the sound
power passes through a 1-m radius hemisphere in front of the speaker.

11.38. A microphone having an open-circuit sensitivity of−60 dB referenced to 1 V
is used to measure the sound level from the speaker in Prob. 11.37. Determine
the voltage output from the microphone.

11.39. It is possible to experience “feedback distortion” when a record turntable is
placed too close to a loudspeaker. The problem is caused mainly by low-
frequency notes because of their larger displacements. For a turntable mass
of 8 kg, design an appropriate seismic-type system which will attenuate fre-
quencies below 180 Hz. Specify two suitable sets of design parameters.
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11.40. Calculate the particle displacement amplitudes for a 90-dB tone at 100, 1000,
and 10,000 Hz.

11.41. Calculate the velocity amplitudes of the waves in Prob. 11.40.

11.42. A small seismic instrument is to be used for measurement of linear accel-
eration. The natural frequency for the device is specified as 20 Hz and the
displacement-sensing device connected to the instrument can detect a maxi-
mum of±3.0 mm with an uncertainty of±0.02 mm. Determine the maximum
acceleration which may be measured with the instrument and the uncertainty
resulting from the displacement measurement.

11.43. For what frequency would the measurement in Prob. 11.42 be in error by
1 percent?

11.44. Two loudspeakers each produce 1000-Hz tones at 1 m of 90 and 100 dB, re-
spectively. What SPLwould be sensed if both speakers are operated together?

11.45. A cantilever beam having a thickness of 0.8 mm and a width of 25 mm is to
be used for frequency measurements between 200 and 1200 Hz. Specify the
lengths that are necessary for these two frequencies.

11.46. The sound-intensity levels in a rocket nozzle can approach 160 dB. For
frequencies of 300 and 1000 Hz, determine the rms-pressure fluctuations,
particle-displacement amplitudes, and particle-velocity amplitudes.

11.47. Thematerial of Fig. 11.16 is to be used to attenuate a 1000-Hz source at 100dB.
Estimate the thickness of material required to lower the level to 90 dB.

11.48. What would be the attenuation in decibels of a 1000-Hz tone at 90 dB for each
of the materials in Fig. 11.17?

11.49. A seismic-type instrument has a natural frequency of 60 Hz. What is the
maximum percent overshoot in acceleration response for damping ratios of
0.2 and 0.3? At what frequencies do these maximum values occur?

11.50. The instrument in Prob. 11.49 is operated under a critically damped situa-
tion. Approximately what will be the acceleration attenuation at the natural
frequency, expressed in dB?

11.51. UsingFig. 11.6 as an approximate calculation tool, estimate the range of values
of the damping ratio that will yield a flat acceleration response of ±1 dB for
0.5 < ω1/ωn < 1.5.

11.52. Repeat Prob. 11.51 for 0.2 < ω1/ωn < 1.0.

11.53. Four sound sources having SPL values of 82, 76, 95, and 111 dB are added
together. What is the resultant sound pressure level? Perform the calculation
using Eq. (11.19) and also with Fig. 11.10.

11.54. In checking a stereo speaker system for balance, the left and right channels are
found to differ by 3 dB at SPL= 80 dB and a frequency of 1000 Hz. Calculate
the intensity of sound for each speaker expressed in W/m2 and comment on
the results.

hol29303_ch11_523-555.pdf   31hol29303_ch11_523-555.pdf   31 8/12/2011   3:24:29 PM8/12/2011   3:24:29 PM



554 C H A P T E R 11 • Motion and Vibration Measurement

11.55. A subwoofer for a home theater system is stated to produce a SPL of 110 dB
at 16 Hz. Calculate the resulting rms pressure fluctuation and rms particle
displacement amplitude.

11.56. In a home theater system the main two front speakers deliver sound levels
of 95 and 90 dB while the front center speaker delivers 78 dB. The rear
two speakers each deliver 75 dB. Assuming all measurements are made at
the same listener location, calculate the total SPL delivered to the listener.
What percent of the total sound intensity (absolute value) is delivered by each
speaker?

11.57. The output from the microphone of Example 11.8 is to be connected to an am-
plifier which must deliver an output voltage of at least 0.1 V for the maximum
SPL condition (100 dB). The lowest level of sound that will be detected by
the microphone is estimated as 25 dB SPL, and a S/N ratio of 30 dB is desired
for the amplifier circuit at that condition. What must be the design S/N ratio
for the amplifier, referred to full-voltage output of 0.1 V?

11.58. A seismic-type instrument is to be used for displacement measurements with
an accuracy of ±1 percent. What natural frequency will be necessary for
c/cc = 0.7 and measurements of ω > 100 Hz?

11.59. Calculate the voltage output of a dynamicmicrophonewhen exposed to sound-
pressure levels of 70 and90dB if the open-circuit sensitivity of themicrophone
is −37 dB.

11.60. A 100-Hz tone is generated with a SPL of 80 dB. What must be the SPL of a
10-kHz tone to be detected with the same loudness by the ear?

11.61. Four sound sources of 60, 70, 80, and 90 dB are excited in a room. What is
the overall SPL?

11.62. A microphone having a noise level of 30 dB has an open-circuit sensitivity of
−60 dB. Calculate the voltage output referenced to the noise level when the
microphone is exposed to a SPL of 85 dB.

11.63. Calculate the length of a steel rod with diameter of 1.0 mm such that its natural
frequency will be 600 Hz.

11.64. What would be the attenuation in dB of a 500-Hz tone for each of the materials
in Fig. 11.17?

11.65. A seismic-type instrument is to be used for displacement measurements with
an accuracy of ±2 percent. What natural frequency will be necessary for
c/cc = 0.7 and measurements with ω > 120 Hz?
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c h a p t e r

12
Thermal- and Nuclear-Radiation

Measurements

12.1 Introduction

In Chap. 8 we mentioned the importance of thermal-radiation measurements in tem-
perature determinations. In this chapter we shall examine the physical principles and
operating characteristics of some of the more important thermal-radiation detectors
and indicate their range of applicability. For a rather complete survey of the field
of infrared engineering and thermal-radiation detectors the reader should consult the
references at the end of this chapter.

Radioactivity measurements are a broad field of activity performed by engineers
and are important in many applications. In this chapter we shall discuss some of the
measurements that find wide application and indicate the devices used for performing
these measurements.

12.2 Detection of Thermal Radiation

The measurement of thermal radiation is basically a measurement of radiant energy
flux. The detection of this energy flux may be accomplished through a measurement
of the temperature of a thin metal strip exposed to the radiation. The strip is usually
blackened to absorb most of the radiation incident upon it and is constructed as thin as
possible to minimize the heat capacity and thereby bring about the most desirable tran-
sient characteristics. A schematic of the general thermal-radiation detector is given in
Fig. 12.1. The temperature attained by the element is not only a function of the radiant
energy absorbed, but is also dependent on the convection losses to the surroundings
and conduction to the mounting fixtures. Convection losses from the element may be
reduced by enclosing the detector in an evacuated system with an appropriate window
for transmission of the radiation. The infrared-transmission characteristics of several
substances employed as window materials are given in Fig. 12.2 according to Ref. [1].
Conduction losses may be reduced with suitable insulating materials.

556
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Figure 12.1 Schematic of the general thermal-radiation detector.
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Figure 12.2 Infrared transmission characteristics of several optical materials, according
to Ref. [1] as arranged by Hackforth [7]. Sample thickness = 2 mm,
long-wavelength cutoff at 10 percent transmission.

Either thermocouples or thermopiles may be used for detecting the temperature of
the blackened radiation-sensitive element. Thermopiles offer the advantage that they
produce a higher voltage output. Many ingenious methods of construction have been
devised for such thermopiles, a commercial example of which is given in Fig. 12.3.
The expanded view of the thermopile shows the blackened junction pairs surrounded
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(b)

Figure 12.3 A commercial radiometer utilizing a thermopile sensor. (a) Cutaway of
instrument; (b) detail of thermopile sensor. (Courtesy of Honeywell, Inc.)
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Figure 12.4 A commercial thermistor radiation detector. (Courtesy of Barnes
Engineering Co., Stamford, CT.)

by an annular ring of mica that serves as both electrical and thermal insulation. The
thermopile registers the difference in temperature between the hot junctions and the
ambient temperature surrounding the detector. The lens at the front of the device fo-
cuses the radiation on the thermopile junctions. Special circuitries are used to provide
for compensation of ambient temperatures between 50 and 250◦F (10 to 121◦C).

Thermal radiation may also be sensed by a metal bolometer, which consists of
a thin strip of blackened metal foil such as platinum. The temperature of the foil is
indicated through its change in resistance with temperature. An appropriate bridge
circuit is used to measure the resistance.

Thermistors are widely used as thermal-radiation detectors, and a cutaway draw-
ing of a commercial detection device is given in Fig. 12.4. Two thermistors are en-
closed in the detector case, which is covered by an appropriate glass window having
satisfactory transmission characteristics. One thermistor element is exposed to the in-
coming radiation that is to be measured, while the other element is shielded from this
radiation. The shielded element is connected in the circuit so that it furnishes a con-
tinuous compensation for the temperature of the detector enclosure. A schematic of a
commercial radiometer using thermistor detectors is given in Fig. 12.5. The incoming
radiation is focused by the mirror system onto the thermistor detector. A motor-driven
chopper periodically interrupts the radiation so that an alternating signal is produced
which may be amplified more easily. The amplified signal is subsequently rectified to
produce an output voltage proportional to the radiant flux incident on the thermistor
detector. In this system mirrors may be adjusted so that the optical system can be
focused on an area as small as 1 mm2. The movable mirror and focusing lamp are
used for this purpose. The system is exceedingly sensitive and may even be used for
detection of radiation from sources near room temperatures.

Relatively inexpensive handheld and battery-powered radiometers are available
which can sight on areas of about 1.5 cm in diameter (see Ref. [33]). These instruments
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Figure 12.5 Schematic of a commercial radiometer utilizing a thermistor detector.
(Courtesy of Barnes Engineering Co., Stamford, CT.)
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Figure 12.6 Typical construction of a blackbody source.

have internal circuits for setting an emissivity value for use in Eq. (8.25). The output
is then a calculated temperature based on the assumed emissivity and the measured
incoming radiant flux. We should note that the radiant flux leaving a surface (radiosity)
may not give a true indication of the surface temperature. Suppose, for example, that
a cool surface at the bottom of a cavity has a high reflectivity (low emissivity) and is
surrounded by cavity walls at higher temperatures. One might imagine sighting on a
cool bottom of a tin can with sides at a higher temperature. The radiometer will sense
all radiation leaving the bottom surface which will be due to (1) emission from the
bottom and (2) reflection of energy arriving from the side walls. Substantial errors
can result in these circumstances.

Thermal-radiation detectors are calibrated directly by obtaining the output as a
function of the known radiation from a blackbody source at various temperatures.
A typical blackbody source is constructed as shown in Fig. 12.6. The conical cav-
ity is constructed of some high-conductivity material such as aluminum or copper,
and the inside surface is blackened.An electric heater maintains the cavity at a desired
temperature, which is indicated and controlled through a sensitive electric-resistance
thermometer or thermistor. Baffles near the opening prevent stray radiation from the
surroundings from influencing the radiation output of the cavity. The detailed con-
struction of blackbody standards is discussed by Marcus [9]. It may be noted that
cavities like the one discussed above may give effective emissivities within 1 percent
of blackbody conditions.
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Table 12.1 Characteristics of thermal receivers1

Response Energy
Type Time Threshold,W

Thermocouple 0.2 s 3.0× 10−6

Thermistor bolometer 3.0 ms 7.2× 10−8

Metal bolometer 4.0 ms 3.3× 10−8

1According to Ref. [2].

A comparison of the approximate transient and energy-threshold characteris-
tics of three types of thermal-radiation receivers is given in Table 12.1 according to
Ref. [2]. The energy-threshold values are the minimum energy which may adequately
be detected by such a device.

Photoconductive-radiation detectors have been discussed in Sec. 4.25 and the
response characteristics of a number of practical sensors noted. The lead-sulfide cell
is widely used for detection of radiation in the 1- and 4-μm range.

Various electronic devices may be used for readout of the signals and coupled
with microprocessors for control.

Example 12.1CALCULATION OF SIGNAL NOISE. Acertain thermistor-radiation-bolometer detector
has characteristics such that the minimum input power necessary to produce a signal-to-noise
(S/N) ratio of unity is 10−8 W. Suppose such a detector is located 1.0 m from a blackbody
radiation source and is perfectly black. Calculate the temperature of the source necessary to
produce an S/N ratio of 10, assuming that the detector and surroundings are maintained at
20◦C. The source is a black sphere, 5.0 cm in diameter, and the detector area is 1 mm2.

Solution

The net energy absorbed by the detector is

q = σA
(
T 4

s − 2934
)( 2.5

100

)2

where A is the detector area. For an S/N ratio of 10, the input power must be 10 × 10−8 =
10−7 W = q. Thus,

T 4
s − 2934 = (10−7)(100/2.5)2

(5.669× 10−8)(1× 10−6)
= 2.82× 109

Ts = 317.7 K = 44.7◦C

For an S/N ratio of 100, the corresponding value of Ts would be 161◦C. From the results of
this example we see why optical systems like those shown in Figs. 12.3 and 12.5 are used to
collect radiation over a fairly large area and to focus it on the small surface area of the detector.
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12.3 Measurement of Emissivity

An apparatus for the measurement of total normal emissivity has been described by
Snyder, Gier, and Dunkle [11]. The apparatus uses a thermopile radiometer and is con-
structed as shown in Fig. 12.7.An electric heater is used to maintain the temperature of
the sample, while thermocouples embedded in the sample furnish an indication of its
temperature. A detailed drawing of the thermopile receiver is shown in Fig. 12.7b. It
is constructed of 160 junctions of silver constantan mounted in a cylindrical housing,
which is blackened on the inside. Two blackened aluminum-foil strips are attached
to the junctions. The rear shield has a narrow slot which allows the hot-junction strip
to be exposed to the radiant flux from the sample, while the cold-junction strip is
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Conical shield
Radiometer
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Figure 12.7 Apparatus for measurement of normal emissivity, according to Ref. [11].
(a) Schematic; (b) detail of thermopile construction.
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12.3 Measurement of Emissivity 563

exposed to the temperature of the thermopile enclosure. The temperature difference
between the hot and cold junction is thus taken as an indication of the radiant energy
flux, which, in turn, is related to the emissivity of the sample. The conical shield on
the front of the device ensures a proper concentration of energy from the sample.
According to Ref. [11], the device furnishes essentially a linear output of 0.0404 mV
per W/m2 radiant flux. If the temperatures of the hot and cold junctions are assumed
to be essentially the same as the inside temperature of the radiometer (this apparently
is a good assumption because of the small total energy absorbed in the radiometer)
and the sample is assumed gray, the total normal emissivity of the sample εs is

εs = 7.84E

Ftsσ
(
T 4
s − T 4

R

) [12.1]

where E = voltage output of the thermopile, mV

Ts = sample temperature, ◦R
TR = radiometer temperature, ◦R

The view factor Fts is calculated from

Fts = r2
1

r2
1 + L2

[12.2]

In order for measurement to be valid the temperature of the radiometer must be
maintained at very nearly that of the surroundings.

Spectral characteristics of surfaces are discussed in Refs. [2], [20], [22], and [36].
We have already discussed in Sec. 8.6 how a radiation pyrometer may be used

to obtain estimates of surface emissivities. The basic technique is as follows:

1. Provide a source to heat the surface.

2. Measure the surface temperature T with a thermocouple or other device.

3. Read the apparent temperature Ta with the radiometer, assuming

ε = 1.0

4. Calculate the apparent emissivity from

εa =
(

Ta

T

)4

5. Set the electronics of the radiometer for the apparent emissivity and repeat the
radiation measurement of temperature. If the thermocouple and radiation mea-
surements agree, the value of εa may be assumed to be reasonable. If they disagree
by an unacceptable amount, one may assume the measurement is influenced by
reflected radiation from surrounding surfaces. This problem arises more with
low-emissivity (ε ∼ 0.1) surfaces than with high-emissivity (ε ∼ 0.9) surfaces.

The reader should recognize that surface emissivities vary widely with
wavelength, temperature, and surface conditions. A polished copper plate, for
example, may have an emissivity on the order of 0.05. If the plate is allowed to
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oxidize, the emissivity may be as large as 0.75, an increase of 1400 percent. The visual
appearance of a surface can be very deceiving insofar as emissivity is concerned.
Snow white enamel at room temperature emits about 90 percent of radiation of a
perfect blackbody. An abbreviated table of emissivities for several surfaces is given
in the appendix. Some further information is given in the commercial publication of
Ref. [33].

Example 12.2 UNCERTAINTY IN EMISSIVITY MEASUREMENT. A measurement of total emissiv-
ity is made with the apparatus shown in Fig. 12.7. L = 14.25 in, and r1 = 1.50 in. The output
is 0.823± 0.005 mV, Ts = 703± 1.0◦F, and TR = 70± 0.5◦F. Calculate the nominal value of
the emissivity and estimate the uncertainty in the measurement.

Solution

We calculate the view factor Fts as

Fts = (1.50)2

(1.50)2 + (14.25)2
= 0.011

The emissivity is then calculated with the use of Eq. (12.1).

εs = (7.84)(0.823)

(0.011)(0.1714× 10−8)(11634 − 5304)

= 0.195

We use Eq. (3.2) to calculate the uncertainty. The appropriate parameters are

∂ε

∂E
= 7.84

Ftsσ
(
T 4

s − T 4
R

) = 0.237 mV−1

wE = 0.005 mV

∂ε

∂Ts

= −(7.84)(4)T 3
s E

Ftsσ
(
T 4

s − T 4
R

)2 = −70× 10−4 ◦R−1

wTs
= 1.0◦R

∂ε

∂TR

= (7.84)(4)T 3
RE

Ftsσ
(
T 4

s − T 4
R

)2 = 0.663× 10−5 ◦R−1

wTR
= 0.5◦R

and the uncertainty in the emissivity is calculated as

wε = {[(0.237)(0.005)]2 + [(−7.0× 10−4)(1.0)]2 + [(0.663× 10−5)(0.5)]2}1/2

= 0.00137 or 0.7%

If the uncertainty in the source temperature had been ±5◦F, the resulting uncertainty in the
emissivity would be 0.0037 or 1.9 percent.
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12.4 Reflectivity and Transmissivity

Measurements

In Chap. 8 we described the nature of thermal radiation and the properties which
describe surface characteristics. Emissivity is one important property, and Sec. 12.3
has described one method for its measurement. Reflectivity and transmissivity are
other important surface properties, and we shall now describe a technique for their
measurement through the use of an integrating sphere. For completeness we shall
describe the technique for determining monochromatic properties, that is, properties
over a range of thermal-radiation wavelengths.

Let us assume that a suitable monochromator is available to produce monochro-
matic radiation. This radiation might be produced by some kind of prism arrangement
or through the use of narrowband optical filters. We wish to determine the fraction
of some incident radiation that is either reflected or transmitted by a surface. For this
purpose the integrating sphere of Fig. 12.8 is employed. The monochromatic radia-
tion is chopped to produce an ac source to a detector that may be easily amplified.
Consider first the measurement of reflectivity. The pivoted mirror permits a diver-
gence of the monochromatic beam either directly to the specimen inside the sphere
or to some location on the inner surface of the sphere. The inside of the sphere is
coated with a thick layer (about 2 mm) of magnesium oxide to produce a very high
and diffuse reflectance of about 0.99. Thus, radiation incident on the inner surface
will be diffusely reflected throughout the sphere, producing a uniform irradiation of
the inner surface. Around the surface radiation detectors are placed to sense the re-
flected radiation. The general measurement technique consists of a comparison of the
detector signal for direct impingement of the reference beam with that which results
from reflected radiation from the sample. The ratio of these two signals is the reflec-
tivity of the sample. It must be noted that a chopped (ac) input beam is essential for
this measurement technique because the detectors in the side of the sphere sense all
radiation incident upon them, including the continuous signal resulting from thermal
emission of the wall of the sphere. Appropriate electronic circuits filter out all but the
chopped signals so that the output will be indicative of the input chopped radiation.

A measurement of transmissivity is made by placing a sample over the input port
to the sphere. After transmission through the specimen the signal is then compared to
that obtained for direct impingement on the inner surface of the sphere.

The integrating-sphere technique is regarded as the most reliable method for ob-
taining reflectance and transmissivity measurements and may properly be described as
an absolute measurement standard. It is applicable only up to about 3-μm wavelength
because of the spurious properties of magnesium oxide at higher wavelengths. The
use of the integrating sphere for radiation measurements has been given a very com-
plete exposition in the literature, and the interested reader should consult Refs. [13],
[15], and [5] for additional information. A good discussion of radiation-property mea-
surements in both gases and solids is given in Refs. [14], [16] to [20], [30], [31], and
[36]. A complete survey of thermal-radiation-property data is available in Refs. [21]
and [24].
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Figure 12.8 Integrating-sphere reflectometer and specimen mounting details.

12.5 Solar Radiation Measurements

The sun does not radiate as a blackbody. Estimates of the temperature of the sun vary
widely but are generally in the billions of kelvins. Measurements indicate that the
radiation spectrum of the sun has a shape similar to that of a blackbody, as shown
in Fig. 12.9. Most of the radiation is contained between 0.2 and 2.0 μm, and the
peak occurs at about 0.5 μm. If this were a true blackbody spectrum and Wien’s law
[Eq. (8.21)] applied, the equivalent blackbody temperature would be

T ≈ 5215.6

0.5
= 10,431◦R = 5795 K

Figure 12.9 indicates the strong absorption of solar radiation in the atmosphere be-
cause of carbon dioxide and water-vapor concentrations.
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Figure 12.9 Spectral distribution of solar radiation as a function of atmospheric
conditions and angle of incidence, according to Ref. [32].

Measurements of solar radiation are important because of the increasing numbers
of solar heating and cooling applications and the need for accurate solar irradiation
data to predict performance.

Two basic types of instruments are employed for solar radiation measurements:
(1) a pyrheliometer, which collimates the radiation to determine the beam intensity
as a function of incidence angle, and (2) a pyranometer, which measures the total
hemispheric solar irradiation. The pyranometer measurements are the most common.
A typical instrument is the Eppley pyranometer,1 which employs two concentric rings
serving as hot and cold junctions for a 50-element thermopile. The rings are coated
black and white to produce a temperature difference when exposed to solar radiation.
Barium sulfate is used as the whitening agent, and the entire assembly is covered with
a hemispherical glass cover which transmits radiation from about 280 to 2800 nm. A
typical sensitivity for the device is 7.5 mV · cm2 ·min/cal or 107.5 mV · cm2/W. For

1The Eppley Laboratory Inc., Newport, RI 02840.
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a solar irradiation of 800 W/m2 the output of the device would be

E = (107.5)(800× 10−4) = 8.6 mV

The langley unit is frequently used in solar measurements and is defined as

1 langley = 1 cal/cm2 = 4.186 J/cm2 = 3.687 Btu/ft2

The total solar radiation arriving at the outer edge of the atmosphere is called the
solar constant and has a value of approximately 1395 W/m2.

The Robitsch pyranometer operates on the principle of differential expansion
of bimetallic strips exposed to solar radiation. Because the operation is mechanical,
readout can be accomplished with a simple mechanical linkage, and no external
electric-power source is required. Photovoltaic cells may also be employed for solar
measurements. Silicon cells, cadmium sulfide cells, and selenium cells have all been
used in various applications. Calibration of solar pyranometers is made with theAbbot
water flow and silver disk pyrheliometers as primary and secondary standards; see
Refs. [26] and [28]. Rather complete reviews of solar measurements are given in
Refs. [22], [23], [27], and [29].

12.6 Nuclear Radiation

In the following sections we shall be concerned with methods for detecting nuclear
radiation. A detailed consideration of the origins of such radiation is quite beyond
the scope of this discussion, but a few introductory remarks are appropriate in order
to categorize the types of nuclear radiation and to indicate some of their particular
characteristics. A detailed discussion of the principles of nuclear radiation is given
in Refs. [8] and [38]; Price [10] presents a comprehensive appraisal of the subject of
nuclear-radiation detection.

We shall be concerned with the detection of four kinds of nuclear radiation:
(1) alpha (α) particles, (2) beta (β) particles, (3) neutrons, and (4) gamma (γ) rays.
An alpha particle is a helium nucleus that has a positive charge of 2 and a relative mass
of 0.000549. Beta particles are electrons that carry a negative charge and have a very
small mass. The neutron has a zero charge and a relative mass of unity. Gamma rays
are high-energy electromagnetic waves that result from nuclear transformations and,
as such, do not have mass or charge in the classical sense. They may, however, produce
ionizing effects in their interaction with matter. Alpha particles are absorbed rather
readily in many materials, beta particles are usually more penetrating, and neutrons
and gamma rays are the most penetrating types of radiation because they usually
have higher energies and do not interact with coulomb force fields when entering a
material. The interaction of these nuclear radiations with particular materials is a very
complicated subject and forms the basis for nuclear-shielding applications [35]. Our
concern is with the detection of these types of radiation.
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12.8 The Geiger-Müller Counter 569

12.7 Detection of Nuclear Radiation

Nuclear radiation is detected through an interaction of radiation with the detecting de-
vice, which produces an ionization process. The degree of ionization may be measured
with appropriate electronic circuitry. Two types of detection operations are normally
performed: (1) a measurement of the number of interactions of nuclear radiation with
the detector and (2) a measurement of the total effect of the radiation. The first type of
operation is a counting process, while the second operation may be characterized as a
mean-level measurement. The counting operation frequently ignores the energy level
of the irradiation. The popular Geiger-Müller counter is typically used for nuclear
counting operations, while ionization chambers and photographic plates are used for
energy-level measurements. We shall discuss these different types of detectors and
indicate their range of applicability.

12.8 The Geiger-Müller Counter

A typical cylindrical-tube arrangement for a Geiger-Müller (G-M) tube is shown in
Fig. 12.10. The anode is a tungsten or platinum wire, while the cylindrical tube forms
the cathode for the circuit. The tube is filled with argon with perhaps a small concen-
tration of alcohol or some other hydrocarbon gas. The gas pressure is slightly below
atmospheric. The ionizing particle or radiation is transmitted through the cathode
material, or some window material is installed therein, and through interaction with
the gas molecules produces an ionization of the gas. If the voltage E is sufficiently
high, each particle will produce a voltage pulse. The counting performance of the
tube is indicated in Fig. 12.11. The plateau region typically slopes slightly upward at
a rate of from 1 to 10 percent per 100 V. The tube must be operated in the plateau
region, which has a width of approximately 200 V for commercial tubes. When the
particle causes a discharge or pulse, there is a time delay before the tube can detect
another particle and register another pulse. This delay is roughly the time required
to recharge the anode and cathode system, that is, to establish a new space charge in

Radiation

Insulator

Window

Central electrode

E
C R e

Figure 12.10 Typical cylindrical-tube arrangement for a Geiger-Müller counter.
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Figure 12.12 Construction of an end-type Geiger counter.

the gas. The counting rate of the G-M tube is thus limited by this delay time. The
maximum counting rates are of the order of 104 count/s.

An end-type Geiger-counter tube may be constructed as shown in Fig. 12.12.
This type of tube is used for counting α and β particles and low-energy γ rays. For
these low-energy radiations the window is usually a thin sheet of mica or Mylar.

12.9 Ionization Chambers

An ionization chamber may be constructed in basically the same way as the Geiger
counter shown in Fig. 12.10 except that the tube is operated at a much lower voltage.
This region of operation is indicated in Fig. 12.11. The arrangement may be modified,
however, to accommodate specific applications.Aschematic of a typical parallel-plate
ionization chamber is shown in Fig. 12.13, according to Price [10]. In operation, the
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Figure 12.13 Parallel-plate ionization chamber, according to Ref. [10].

chamber is charged with a voltage that is high enough to ensure that electrons produced
by the ionizing radiation will be collected on the anode. The voltage is not so high that
it triggers excitation of other molecules by electrons produced in the ionization pro-
cess. This is in contrast to the operation of the G-M counter, which has a sufficiently
high voltage that once ionization is effected by the incoming radiation, subsequent
ionization of other molecules also takes place in an avalanche fashion, which produces
the voltage pulse used for counting. To measure the energy level of the incoming radi-
ation, a measurement is made of the output current of the device or a determination is
made of the charge released in the chamber over a period of time. The ionization cham-
ber may also be used as a pulse-type device for the measurement of the number and
energies of high-energy alpha particles. In this application a measurement of the pulse
height (strength) is made in order to determine the energy levels of the alpha particles.

12.10 Photographic Detection Methods

When certain types of photographic films are exposed to nuclear radiation and subse-
quently developed, the opacity of the print may be taken as an indication of the total
amount of radiation incident on the film during the time of exposure. Many special-
ized films are available for nuclear-radiation measurement, and this method is used
for measuring the total radiation exposure for workers in atomic-energy installations.
The photographic film badge may be used for detecting α and β particles, γ rays, and
neutrons. In order to use a single badge for measurement of the exposure rates to the
different types of radiation, several openings, or windows, may be constructed in a
single badge. A different type of filter is placed over each window so that only one
type of radiation is permitted to strike the photographic emulsion under each window.
Thus, the opacity of the developed film under each of the windows gives an indication
of the different radiation-exposure rates.
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Figure 12.14 Schematic of a scintillation counter.

12.11 The Scintillation Counter

The scintillation counter is the most versatile of the conventional devices for the
measurement of nuclear radiation. A schematic of the device is shown in Fig. 12.14.
The ionizing radiation strikes the scintillation crystal, which is enclosed in the thin
aluminum housing, and produces a flash of light. The light flashes are detected by
the photomultiplier tube, the output of which is fed to appropriate electronic circuits.
If the number of pulses is to be counted, the output circuit will include appropriate
electronic counters. The scintillation counter may also be used for measuring the
energy of the incoming radiation since, for certain crystals, the intensity of the flash
of light is proportional to the energy of the radiation.

A number of scintillation materials are used, including both solids and liquids.
The selection of the proper type of material for detection of specific radiations is
discussed by Price [10] and Birks [3].

12.12 Neutron Detection

The three detection methods described above depend on an ionization process caused
by an interaction of the α, β, or γ radiation with a gas or scintillation material. These
detectors may not be used for neutrons because neutrons do not produce an ionizing
effect. For this reason the measurement of neutron flux is usually an indirect process
which involves the utilization of an intermediate reaction to produce some type of
ionizing radiation (α, β, or γ rays), which may then be used to indicate the incoming
flux. A variety of neutron-measurement devices are available, and the type which is
used in practice depends strongly on the energy level of the neutrons to be measured
and the total neutron flux. We shall discuss the principles of operation of only one
type of detector which is applicable for the measurement of thermal neutron fluxes
(E ∼ 0.025 eV, 1 electron volt= 1.6× 10−19 J).

Atypical reaction which is used for neutron detection is the interaction of neutrons
with B10 to produce Li7 and an alpha particle. The alpha particles may subsequently
produce ionizations in a gas and corresponding voltage pulses. The reaction is utilized
in two ways: (1) The boron is present in the form of borontrifluoride (BF3) gas and
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Figure 12.15 Diagram of a B10 -lined neutron counter. Filling gas is helium plus
5 percent ether at 10-cmHg pressure. (From Ref. [12].)

placed in a chamber very similar to the G-M counter shown in Fig. 12.10. The potential
difference between the central wire and the cylindrical shell is about 1300 V. The wire
diameter is about 0.002 in, while the cylinder diameter is about 1 in, with a length of
about 6 in. (2) An alternative method of utilizing the B10 (n, α) reaction is shown in
Fig. 12.15. The inside surface of the cylinder is coated with B10, while the volume
is filled with helium and 5 percent ether at 10 cmHg pressure. The sensitivity of a
typical BF3 detector is about 1.0 count/s per unit neutron flux. The sensitivity of the
boron-coated chamber is about 5 to 10 counts/s per unit neutron flux. Neutron flux is
measured in neutrons per square centimeter per second.

If sufficiently high neutron fluxes are encountered, the detector may be operated as
a current-sensitive device. The current output is then proportional to the incoming flux.
Currents of about 0.1 mAmay be obtained for neutron fluxes of 1010 neutrons/cm2 · s.

12.13 Statistics of Counting

We have already seen that many nuclear-radiation measurements rely on a counting
operation. In this section we wish to consider the statistics associated with such
operations and indicate the possible errors involved.

In a given sample of radioactive material there are a large number of atoms, and
the probability that each of these atoms will decay is quite small. The probability that
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n atoms will decay is given by the Poisson distribution [Eq. (3.10)] as

p(n) = nne−n

n!
[12.3]

where Np = n

N = total number of atoms

p = probability that each atom will decay

Equation (12.3) is generally valid for N > 100 and p< 0.01, and the standard devia-
tion of the distribution may be shown to be2

σ = √n [12.4]

The quantity n represents the average number of radioactive decays recorded in a
series of observations. The radioactivity of a certain sample of material might be
studied by observing the number of particles or gamma rays given off in specified
increments of time. The counting operation could be performed with a G-M counter
or other device. In general, the number of counts in a fixed interval of time, say, 1 min,
might vary considerably. Several counts would be taken, and the arithmetic average
of the number of counts in each time interval is given by n̄. The standard deviation of
the measurement would be given by Eq. (12.4). In the above and following equations
n is taken to represent the average number of counts.

The parameter which is of interest in an experimental determination is the count-
ing rate, defined by

r = n

t
[12.5]

where t is the elapsed time for the average number of counts n. The uncertainty of the
determination of the counting rate depends on the number of counts and the time t.

When a counting measurement is made to determine the counting rate, the detec-
tor senses not only the signal from the radioactive source, but also some background
signal which is the result of spurious radioactivity of the environment.Aseparate mea-
surement must be made of the background counting rate and this information used to
determine the counting rate resulting from the radioactive source. The counting rate
and its associated uncertainty are written as

r = r ± wr [12.6]

The counting rate for the source is

ts = rT − rb [12.7]

where rT is the total counting rate and rb is the counting rate due to the background.

2See Ref. [10], p. 56.
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The uncertainty in the source counting rate is obtained from Eq. (3.26) as

ws =
(
w2

T + w2
b

)1/2
[12.8]

where wT and wb are the uncertainties in the total and background counting rates,
respectively. The uncertainties for these counting rates may be estimated though
the use of the standard deviation for the Poisson distribution given by Eq. (12.4) if
the nuclear radiation satisfies the conditions for this distribution. The accuracy of the
counting-rate measurement is clearly dependent on the length of time available for the
measurement. A longer time affords the opportunity for observation of a large number
of counts and hence the establishment of a better average counting rate. Example 12.3
illustrates the use of the above relations for determining counting rates.

Example 12.3OPTIMUM COUNTING TIMES. A certain radioactive sample is observed, and the total
and background counting rates are approximately 800 and 35 counts/min, respectively. If a
total time of 45 min is available for both counting measurements, estimate the apportionment
of this total time such that there is minimum uncertainty in the source counting rate.

Solution

We may assume that both the source and background counts follow the Poisson distribution so
that the uncertainty is proportional to the standard deviation; that is,

σs = n1/2
s

σb = n
1/2
b

σT = n
1/2
T

Thus, ws = n1/2
s

ts
wb = n

1/2
b

tb
wT = n

1/2
T

tT
[a]

where ts, tb, and tT are the counting times for the source, background, and total, respectively.
We have also

ns = rsts nb = rbtb nT = rT tT [b]

so that w2
s =

rs

ts
= rb

tb
+ rT

tT
[c]

in accordance with Eq. (12.8). We wish to optimize ws by proportioning the times tb and tT in
accordance with

tb + tT = const = 45 min [d]

Thus, we optimize ws by setting dws/dtb= 0 and obtain

2ws

dws

dtb
= 0 = − rb

t2b
− rT

t2T

dtT

dtb
[e]

From Eq. (d)

dtT

dtb
= −1
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so that the optimum condition is

tb

tT
=

(
rb

rT

)1/2

[f]

For the given counting rates

tb + tT = 45

tb

tT
=

(
35

800

)1/2

= 0.2091

and tT = 37.2 min; tb = 7.8 min. In the above calculations it has been assumed that the time
interval is accurately determined and that the uncertainty for this determination is zero.

Example 12.4 DETERMINATION OF OPTIMUM TIME. For the estimated counting rates given in
Example 12.3, calculate the optimum total time necessary to give a standard deviation of the
source counting rate of 1 percent. Repeat for total and background counting rates of 400 and
100, respectively.

Solution

The nominal value of the source counting rate is

rs = rT − rb = 800− 35 = 765 counts/min

We have

σ2
s =

rb

tb
+ rT

tT
= [(0.01)(765)]2 = 58.5

Also, from relation (f ) of Example 12.3

tb = tT

(
rb

rT

)1/2

so that tT = 1

σ2
s

(
r
1/2
b r

1/2
T + rT

)

= 1

58.5
[(35)1/2(800)1/2 + 800] = 16.5 min

The total counting time is tb + tT , or

ttot = (1.209)(16.5) = 20 min

For total and background counting rates of 400 and 100

rs = 400− 100 = 300 counts/min

σ2
s = [(0.01)(300)]2 = 9

tT = 1
9 [(100)1/2(400)1/2 + 400] = 66.7 min

The total counting time is

ttot = 66.7

[(
100

400

)1/2

+ 1

]
= 100 min
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Example 12.5DETERMINATION OF SOURCE UNCERTAINTY. A radioactive sample is observed
over a periodof 30min, and a total of 21,552 counts is recorded.The sample is then removed, and
the background radiation is observed for another 30min.Thebackgroundproduces 1850 counts.
Calculate the source counting rate and its uncertainty.

Solution

We have

rT = 21,552

30
= 715.1 counts/min

rb = 1850

30
= 61.7 counts/min

rs = 715− 62 = 653 counts/minso that

The standard deviation of the source counting rate is calculated from Eq. (c) of Example 12.3.

ws = σs =
(

rb

tb
+ rT

tT

)1/2

= 5.08 counts/min

12.14 Radiation Effects in Humans

Nuclear radiation interacts with human tissue by producing ionization, and thereby
leaving in its wake deteriorating material. Both the type of radiation and its energy
level influence the amount of ionizing energy that will be absorbed in human tissue.
The irradiation, or amount of radiation incident per unitmass ofmaterial, is designated
with the unit sievert (Sv) in SI units of J/kg. The actual energy absorbed per unit mass
is measured in the SI unit of gray (Gy), also designated in J/kg. The relationship
between the irradiated energy in sievert and the actual energy absorbed in gray is
given by amultiplying factorWR called the radiation-weighting factor, which depends
on the type of radiation and its energy level. Table 12.2 gives an abbreviated list of
approximate values for WR. The relationship is:

Absorption in gray (Gy) = WR × Irradiation in sievert (Sv)

Effects of Radiation on Humans

Aswould be expected the effect of radiation dose on humans depends on the dose level
and the duration of exposure. Table 12.3 lists some typical doses and their effects.

Measurement Units for Radiation Sources

The sievert and gray are units of measure for irradiation and absorption of radiation.
For radiation sources that decay with time, the SI unit employed for emission from
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Table 12.2 Radiation weighting factors (1.0 J = 6.241×1018 eV)

Type of Radiation Energy Level, MeV WR

X-rays and γ-rays Variable 1.0
β particles Variable 1.0
Protons Variable 2.0
α particles and other
atomic nuclei Variable 20.0

Neutrons <0.01 5.0
0.01 to 0.1 10
0.1 to 2.0 20
2.0 to 20 10

>20 5

Table 12.3 Radiation dosage effects on humans

Exposure Effect

Whole-body exposure > 5 Gy Usually results in death
Local exposure of hair-bearing skin > 1 Gy Loss of hair
Local treatment of lymphoma, 20 to 40 Gy
Abdominal X-ray, 1.5 Gy
1 Sv sudden exposure 5 percent risk of cancer
0.1 Sv sudden exposure 0.5 percent risk of cancer

Long-term exposure limits:

Threshold limit value annual dose for radiation workers in 1 year = 0.05 Sv
Threshold limit value, annual dose, 5-year average = 0.02 Sv
General public recommended annual dose = 1.0 mSv

the radioactive source is the becquerel (Bq), defined as

1 Bq = 1 radiation emission per second

A non-SI unit that is still employed is the curie (Ci), which is related to the becquerel
through

1 Ci = 37 GBq

Note that the becquerel and curie are measures of the rate of emissions from a source,
and not the energy. The energy emitted would be expressed by

Energy emitted per second = energy per unit× emission rate in Bq

Other Units

The sievert and gray are the accepted SI units for radiation exposure and their des-
ignation follows the standard prefixes given in Table 2.7. Regretfully, a number of
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holdover units are still in use, and it worthwhile to familiarize the reader with their
definitions and conversions.

The roentgen (R) is the amount of γ-radiation to produce ionization of

1 roentgen (R) = 258 micro coulomb/kg (μC/kg)

This amount of radiation will produce approximately 1 radiation absorbed dose (rad).
A related unit is the roentgen equivalent man (rem) that is akin to the gray in that it
measures the equivalent effect on humans. The rad and rem are non-SI units and their
usage is generally discouraged. Should they be encountered, however, the appropriate
conversion factors are

1 rad = 0.01 Gy

1 rem = 0.01 Sv

12.15 Review Questions

12.1. How is thermal radiation distinguished from other EM radiation?

12.2. How is thermal radiation detected?

12.3. Why is it sometimes necessary to chop thermal radiation before it strikes the
detector?

12.4. What is an integrating sphere?How is it used for reflectivity and transmissivity
measurements?

12.5. What are the four types of nuclear radiation that are normally measured?

12.6. Describe the principle of operation of the Geiger counter.

12.7. How does an ionization chamber work?

12.8. How does a scintillation counter operate?

12.9. What types of instruments are used for detection of (a) alpha particles,
(b) beta particles, (c) gamma rays, and (d) neutrons?

12.10. Describe the techniques for measuring neutron irradiation.

12.11. Why is a Poisson distribution an adequate representation of nuclear counting
statistics?

12.16 Problems

12.1. Consider the thermistor detector and radiation source of Example 12.1. Instead
of the bare detector, an optical system collects the radiation over a circular area
of radius r and focuses it on the detector, which is maintained at 20◦C. Plot the
source temperature necessary to maintain a signal-to-noise (S/N) ratio of 200
as a function of the radius of the collecting optical system. Assume that the
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distance between the source and detector is 1.0 m, as in Example 12.1. Neglect
losses in the optical system for this calculation.

12.2. Repeat Prob. 12.1 for distances of 6 and 12 ft between the source and detector.

12.3. Athermocouple detector has characteristics such that theminimum input power
necessary to produce anS/N ratio of unity is 3×10−6 W.A2-in-diameter optical
system collects the input thermal radiation and focuses it on the thermocouple.
The optical-thermocouple system is to be used to measure the temperature of a
2-in black sphere 6 ft away. The thermocouple bead is maintained at a tempera-
ture of 70◦F. Estimate and plot the uncertainty in the temperature measurement
as a function of the temperature of the sphere.

12.4. The apparatus of Example 12.2 is used for an emissivity determination be-
tween the temperature limits of 150 and 540◦C. Plot the percent uncertainty in
emissivity as a function of Ts for nominal emissivities of 0.2 and 0.8. Take the
uncertainties in radiometer temperature and output voltage as

wTR
= ±0.3◦C

wR = 0.004 mV

The uncertainty in the source temperature is taken as ±0.5◦C.

12.5. A radioactive sample is observed, and the total and background counting rates
are 500 and 100 counts/min, respectively. Estimate the total time necessary to
produce a standard deviation of 2 percent in the nominal source counting rate.
Repeat for counting rates of 100 and 22.

12.6. The following counting data are collected on a radioactive sample. Each of the
number of counts is taken in an exact time interval of 1 min. The background
counting rate is known accurately as 23 counts/min. Calculate the nominal
value of the source counting rate and the uncertainty in the rate. Apply Chau-
venet’s criterion to eliminate some of the data if necessary. Assume that the
Poisson distribution applies.

Interval Number No. of Counts

1 523
2 410
3 342
4 595
5 490
6 611
7 547
8 512

12.7. After a set of radioactive counting measurements has been made, it is found
that the timing device has been spurious in operation.A set of calibration mea-
surements on the timer has given the standard deviation of the time-interval
measurements as σt . Using the approach taken in Example 12.3, derive an
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expression for the standard deviation of the source counting rate in terms of
the standard deviations of the number of background and total counts and the
standard deviation of the time interval.

12.8. Derive an expression for the optimum time tT under the conditions that rb = rs.
Express in terms of σs and rs.

12.9. Plot the optimum counting time from Prob. 12.8 as

(tT )optσ
2
s

rs
versus

rb

rs

12.10. Under the condition that the total number of counts for both the background
and sample measurements is limited, i.e.,

nb + nT = K = const

show that the minimum error condition is
nb

nT

= rb

rT

and the total counting time for the background and sample measurements is

tb + tT = 2K

2rb + rs

Plot
(tb + tr)rs

K
versus

rb

rs

12.11. The emissivity-parameter procedure described in the paragraphs following
Eq. (12.2) is used to determine the emissivity of a surface at 300◦C. The
surrounding radiation temperature is only 25◦C and thus is expected to have
little influence on the measurement. With ε= 1.0, the apparent temperature is
indicated as 231◦C. The uncertainty in the radiometer indication of tempera-
ture is ±3◦C and the uncertainty in the surface-temperature measurement is
±1◦C. What surface emissivity is indicated by these measurements? What is
its uncertainty?

12.12. Assuming the internal emissivity compensationof the radiometer inProb. 12.11
is exact, what temperature will be indicated when the instrument is set for the
nominal value obtained in Prob. 12.11?

12.13. Repeat Prob. 12.11 for an indicated temperature of 151◦C when ε is set equal
to 1.0.

12.14. Assume that a surface follows gray body behavior as described in Sec. 8.6. The
peak in the radiant emissive power curve of Eλ vs. λ will follow Wien’s law
described by Eq. (8.24). A device is proposed that will scan the radiant emis-
sion from a surface and determine the maximum point and therefore enable a
determination of the temperature and emissivity of the surface. The calculation
is made through the equations

Eλ = εEbλ

λmaxT = 2897.6 μm · K
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Ebλ is expressed in the Planck blackbody formula of Eq. (8.18). The two
measurement outputs of the device are λmax and the corresponding value of
Eλ(max). Assuming each parameter is measured with a percent uncertainty of
±4 percent, determine the percent uncertainty in the calculated values of ε and
T at temperature levels of 400, 600, and 1000 K.

12.15. What percent uncertainties in measurements of λmax and Eλ (max) are needed
with the device of Prob. 12.14 to obtain uncertainties of 5 percent in the cal-
culated values of T and ε at temperature levels of 400, 600, and 1000 K?

12.16. An alternative to the procedure of Prob. 12.14 is proposed. The device will
scan over all wavelengths and, with an internal integration circuit, perform the
calculation

E =
∫

Eλ dλ

over all wavelengths scanned. In addition, the maximum point λmax will be
measured. Then,

E = εEb = εσT 4

and

λmaxT = 2897.6 μm · K
may be solved for ε and T .

Comment on this alternative measurement proposal.

12.17. A sample of radioactive material is observed to emit radiation at the rate of
600 counts/min while the background is observed at 100 counts/min. Estimate
the total counting time necessary to ensure a standard deviation of 3 percent
in the source counting rate.

12.18. Repeat Prob. 12.11 for an indicated temperature of 200◦C when ε is set equal
to 1.0.

12.19. Assuming the internal emissivity compensation for the radiometer in Prob.
12.18 is exact, what temperature will be indicated when the instrument is set
for the nominal value obtained in Prob. 12.18?
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c h a p t e r

13
Air-Pollution Sampling

and Measurement

13.1 Introduction

Most citizens are acutely aware of the need for air-pollution control because of con-
tinual information from government sources and the press. The lay public, however, is
not aware that accurate measurements are needed to bring about effective air-pollution
control. Measurements are important, first, to establish acceptable levels of contam-
ination of the atmosphere taking into account meaningful biological data in both
human and animal subjects. Second, measurements must be performed in different
locales to determine the offending sources and degree of control required. On the
basis of such measurements control standards can be formulated and an enforcement
mechanism set in motion. Finally, periodic sampling and measurement are required
for use in proper legal proceedings against violators.

Our presentation of air-pollution measurement techniques certainly cannot be
complete because this is an extensive and complicated field involving many dis-
ciplines in engineering and science. We shall, however, be able to discuss general
sampling techniques for both particulate and gaseous contaminants. We shall also
discuss air-pollution standards in a general way, keeping in mind that specific stan-
dards will change from time to time. A number of books discuss air-pollution control
techniques in detail, for example, Refs. [1] to [6].

13.2 Units for Pollution Measurement

Quantities of pollutants may be expressed on either a volumetric or a mass basis. For
the mass basis appropriate units would be grams per cubic meter or pounds-mass per
cubic foot. The volumetric unit normally employed is parts per million (ppm), which
is defined as

1 ppm = 1 volume of gaseous pollutant

106 volumes (air + pollutant)
[13.1]

585
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Table 13.1 Mass concentrations for 1 ppm
of common pollutants at 1 atm

Mass Concentration (μg /m3)

Pollutant 0◦C 25◦C

Carbon monoxide (CO) 1250 1145
Nitric oxide (NO) 1230
Nitrogen dioxide (NO2) 1880
Ozone (O3) 2141 1962
PAN [CH3(CO)O2NO2] 5398 4945
Sulfur dioxide (SO2) 2860 2620

or 0.0001 percent by volume = 1 ppm.
To convert the volumetric unit to a mass basis, one must obviously know the

molecular weight of the pollutant in order to calculate its volume at a given temper-
ature and pressure. Assuming ideal-gas behavior, the conversion can be made with

mp

V
= (ppm)

Mpp

�T
× 10−6 [13.2]

where mp/V =mass concentration of pollutant

Mp=molecular weight of pollutant

p= total pressure of the air and pollutant mixture

�= universal gas constant

T = absolute temperature of the mixture

The units for mp/V will be kilograms per cubic meter in the SI system. A more
common unit is micrograms per cubic meter, in which case we can note

1 kg/m3 = 109 μg/m3

Equivalent volumetric and mass concentrations for some common pollutants are given
in Table 13.1.

13.3 Air-Pollution Standards

Local, state, and federal agencies may set air-pollution standards or allowable levels
on two bases:

1. Pollutant concentration from the source of pollution

2. Ambient pollution concentration from all sources

Thus, the particulate discharge from a smokestack can be controlled by specify-
ing either an allowable discharge concentration level at each stack or a maximum
allowable concentration level in the particular locale. One can argue for both types
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Table 13.2 Ambient-air quality standards

California Standard Federal Standard

Concentration, Method of Primary, Secondary, Method of
Pollutant Averaging Times μg/m3 Measurement μg/m3 μg/m3 Measurement

Particulates Annual geometric 60 High-volume 75 60 High-volume
mean 100 sampler 260 150 sampler

24 h

Carbon monoxide 1 h 46,000 Nondispersive 46,000 Same Nondispersive
(40 ppm) infrared (40 ppm) spectroscopy

8 h — spectroscopy 10,000
(9 ppm)

Sulfur dioxide Annual average — Conductimetric 80 (0.03 ppm) 60 (0.02 ppm) Pararosaniline
24 h 105 (0.04 ppm) 365 (0.14 ppm) 260 (0.1 ppm) or flame

3 h — — 1300 (0.5 ppm) photometric
1 h 1310 (0.5 ppm) — —

Hydrocarbons 3 h — — 160 (0.24 ppm) Same Flame ionization
(nonmethane) (6–9 a.m.)

Photochemical 1 h 200 (0.1 ppm) Neutral 160 (0.08 ppm) Same Buffered KI or
oxidants buffered KI chemiluminescence

Nitrogen Annual — Saltzman 100 (0.05 ppm) Same Saltzman or
dioxide arithmetic method colorimetric

mean method with
1 h 470 (0.25 ppm) NaOH

of standards. Measuring the concentration at the source clearly marks the emission
of a prospective offender and thus provides a ready enforcement mechanism. On the
other hand, it is the level of pollution in the ambient air which eventually influences
public health and thus may be cited as the most meaningful type of standard.

The ambient standard is not as easy to enforce as a source standard. In an industrial
area with many smokestacks, how shall the measurement engineer say which stack(s)
are causing ambient pollution levels that are too high? In Los Angeles it would be
impossible to say which automobiles were causing the most ambient pollution without
performing measurements on each.

Arguments for both types of standards are discussed by Stern [4], and the inter-
ested reader may consult this reference for more detailed information. Our purpose
in this section is to emphasize the need for both source and ambient measurements
so that later sections on specific measurement techniques can be considered in their
proper perspective.

It should be clear to the reader that the local environment should be taken into
account in formulating allowable air-pollution emission levels. Thus, the stringent
auto emission standard which may be required for Los Angeles may be totally unnec-
essary in the wide-open space of Lubbock, Texas. As another example, the ambient
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Table 13.3 Typical source emission standards (Federal Register,
December 23, 1971)

Incinerators, particulates 0.08 grains/std. ft3 (1 lbm = 7000 grains)
Cement plants

Particulates
Kilns 0.3 lb/ton feed
Clinker cookers 0.1 lb/ton feed

Visible emissions
Kilns 10% opacity
Others Less than 10% opacity

Fossil fuel-fired steam
generators greater than
250 × 106 Btu/h heat input

Particulates 0.1 lb/106 Btu (max. 2 h avg.)
SO2

Coal-fired 1.2 lb/106 Btu (max. 2 h avg.)
Oil-fired 0.8 lb/106 Btu

Nitrogen oxides
Coal-fired 0.7 lb/106 Btu (max. 2 h avg. NO2)
Oil-fired 0.3 lb/106 Btu
Gas-fired 0.2 lb/106 Btu

Visible emissions Less than 20% opacity, except that 2 min in
any 1-h emission can be as great as 40%

Sulfuric acid plants
SO2 4 lb/ton acid
Acid mist 0.15 lb/ton acid
Visible emissions Less than 10% opacity

standards to be used around coal-burning facilities on the east coast may be unrealistic
in the southwest where natural gas and oil are commonly used as fuels.

Imposition of strict air-pollution standards may cause severe economic disloca-
tions on a local, state, or national level. Local unemployment may result if a busi-
ness cannot afford to install pollution-control equipment and therefore must close
a plant. Energy requirements and availability at all levels may be influenced by the
air-pollution-control measures required. These political and economic factors are
beyond our consideration, but we mention them because they are important in set-
ting standards, some samples of which we give in Tables 13.2 and 13.3. Table 13.2
gives a summary of ambient standards for California and the federal basis. The Cal-
ifornia standards are generally more restrictive because that state has more severe
air-pollution problems than the nation as a whole. Table 13.3 lists the federal source
standards for some typical sources. The methods of measurement mentioned in these
tables will be discussed in later sections.

We should caution the reader that air-pollution standards are subject to revision
up or down as better legal and technical experience is gained with enforcement and
control measures.
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13.4 General Air-Sampling Train

Figure 13.1 illustrates the general air-sampling train. Not all elements of the train must
be employed in each application, but we include them for generality. The sampling
train has four basic sections:

1. Sample-conditioning devices

2. Sample-collection equipment

3. Metering devices

4. Vacuum source

Detailed discussion of different elements of these sections is the basis for this entire
chapter, but we shall indicate the general nature of each in the following paragraphs.

Sample-conditioning devices alter the incoming air sample so that it is easier to
collect the specific gaseous or particulate component desired. The conditioning can
consist of

Filtration

Drying to remove moisture

Saturation with water vapor to provide a later reference level

A variety of chemical reactions to remove unwanted pollutants or gases which
may interfere with later measurements.

In the sample-collection section the gaseous or particulate pollutant is removed
from the airstream by one or more of a variety of methods such as the following:

Gas Collection

Adsorption onto solid surface

Absorption with chemical reaction into a liquid

Condensation in a freeze-out trap

Particulate Collection

Filtration in single or multiple stages

Removal by wet or dry impingers

Removal by sedimentation

Flow and
temperature

measurement

Post-sample
conditioning

Vacuum
source

Sample
analysis

Sample collection

Air
sample

inlet
Collection

Sample
conditioning

Figure 13.1 General air-sampling train.
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Once the sample is collected, it is measured quantitatively by appropriate meth-
ods. After sample collection, the flow rate, temperature, and pressure of the airflow
stream are measured in accordance with methods we have described in previous chap-
ters. The vacuum source provides the means to pull the air sample through the train.
To protect the vacuum source, filtration or moisture removal may be necessary after
the flow-measurement section. We should remark that all connecting tubing must be
nonreactive with the pollutant(s) to be measured.

13.5 Gas Sampling Techniques

We now consider specific methods for collecting gaseous samples from the overall
air sample. We shall also describe some of the analysis techniques employed with the
sample.

Absorption Techniques

In absorption techniques the air sample is bubbled through a liquid so that the pollutant
is absorbed by chemical reaction. The absorption column can be an impinger, an
atomizing scrubber, a fritted glass scrubber, or some type of packed column. The
absorption rate is influenced by the rate of gas flow through the absorber, concentration
of the absorbing solution, and overall contact time.After absorption the liquid reactant
is analyzed to determine the concentration of the component proportional to the
original gaseous pollutant.

Adsorption Techniques

In the adsorption process the gaseous molecules to be analyzed are placed in contact
with a solid surface, to which they adhere. Typical solids employed for the process are
activated carbon, activated alumina (AlO2), silica gel (SiO2), and molecular sieves.
The solid can then be washed with a reagent to absorb the pollutant, and an analysis
can be performed. Obviously, the adsorption process requires periodic regeneration
of the solid.

Condensation and Freeze-Out Techniques

If the air sample is passed through cooling chambers which are maintained at very
low temperatures, it is possible to cause various gaseous components to condense or
freeze out. In such an operation it may be necessary to employ multiple freeze-out
sections in series to remove water vapor or other constituents before extracting the
desired pollutant. Table 13.4 gives a summary of typical low-temperature solutions.

We shall examine sulfur dioxide and combustion products measurements in more
detail later. For now Table 13.5 gives a convenient summary of some of the methods
employed for gas sampling measurements.
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Table 13.4 Summary of low-temperature solutions

Coolant Temperature, ◦C Coolant Temperature, ◦C

Distilled water and ice 0 Toluene slush −95
Ice and NaCl −21 Carbon disulfide slush −111.6
Carbon tetrachloride slush −22.9 Methyl cyclohexane slush −126.3
Chlorobenzene slush −45.2 N-Pentane slush −130
Chloroform slush −63.5 Liquid air −147
Dry ice and acetone −78.5 Isopentane slush −160.5
Dry ice and Cellosolve −78.5 Liquid oxygen −183
Dry ice and isopropanol −78.5 Liquid nitrogen −196
Ethyl acetate slush −83.6

NOTE: The various slushes are prepared by adding small quantities of liquid nitrogen to the respective
solvents in a Dewar vessel until a thick slush consistency is obtained.

13.6 Particulate Sampling Techniques

The range of particulate-matter sizes encountered in air-pollution applications is ex-
tremely broad, as illustrated in Fig. 13.2. The particles range from about 0.001 to
500 μm in diameter, with most atmospheric particles falling between 0.1 and 10 μm.
For very small particles below 0.1 μm motion and transport are governed mainly
by molecular collisions, and particles above about 20 μm tend to settle out of the
atmosphere and to accumulate in their local surroundings. The rate at which particles
will settle out depends on both size and density. For a particle density about equal to
that of water (1.0 g/cm3) the approximate settling velocities are given in Table 13.6.

Settling and Sedimentation

Because of the settling phenomenon, one mechanism for collecting samples consists
of a simple container placed in the appropriate locale and observed over a sufficient
length of time. Thus, the particulate pollution from an iron foundry can be mea-
sured by placing a container near the foundry and measuring the accumulation over
a period of several days. Such simple methods are not without problems, however.
Typically, the container is filled with water to trap the particles once they fall inside,
and some protective cover is installed to prevent leaves and twigs from invalidating
the measurement. The container is also placed at a sufficient height above the ground
to minimize the collection of dust raised by people or motor vehicles moving in its
immediate vicinity.

Mechanical Collection

When a gaseous sample is taken over a very short time interval compared to the total
time of the experiment, it is said to undergo a grab sampling procedure. The sample
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Table 13.5 Summary of gas analysis methods

Concentration
Gas Name of Method Sampling Method Chemical Reaction Range Analysis Method

CO Iodine pentoxide Heated I2O5 tube 5CO + I2O5 → 5CO2 + I2 1–10 ppm Titrimetric, photometric, or

preceded by coulometric determination

purification train of I2

CO Infrared absorption Pressurized — 0–150 ppm Determined from IR

nondispersive IR absorption; suitable for

spectrometer with continuous monitoring

40-in cell

CO2 Infrared absorption Same as CO — 0–150 ppm Same as CO (IR method)

CO2 Titrimetric Bubbler CO2 + Ba(OH)2
BaCl2—−→ 0–150 ppm Titration of remaining Ba(OH)2

BaCO3 ↓ + H2O with standard oxalic acid

H2S Cadmium sulfide Two bubblers H2S reacts with Cd salt in 0–0.5 ppm CdS dissolved in HCl and

in series ammoniacal solution to form sulfide determined by

insoluble CdS iodimetric titration

H2S Methylene blue Greenburg-Smith H2S reacts with alkaline <20× 10−3 ppm Colorimetric determination of

impinger CdSO4; sulfide ion then methylene blue

reacts with

ρ-aminodimethylaniline and

finic and chloride ions to

give methylene blue

NO2 Saltzman Fritted glass bubbler Dye complex formed between 0–5 ppm Colorimetric determination of

or freeze-out sulfanilic acid, nitrite ion, dye complex

and α-naphthylamine in an

acid medium

NO Saltzman Same as NO2 Oxidize NO to NO2 by passing 0–5 ppm Colorimetric determination

through potassium

permanganate, then same as

NO2

C2H2 Cuprous acetylide Silica-gel Acetylenic hydrocarbons 0–0.01 ppm Hydrocarbon concentration

detector tube absorbed on silica gel, then determined by color intensity

in acetone-dry reacted with ammoniacal of detector tube

ice bath cuprous chloride to produce

red-colored copper acetylide

CH2O Chromotropic acid Glass midget CH2O reacts with 0.01–200 ppm Spectrophotometric

(formaldehyde) impinger with chromotropic acid-sulfuric determination of chromogon

fritted disk inlet acid solution to form purple

chromogon

SO2 West-Gaeke Midget impinger SO2 reacts with sodium 0.005–5 ppm Addition of acid-bleached

tetrachloromercurate to pararosaniline and

form dichorosulfito- formaldehyde to form

mercurate ion pararosaniline methylsulfonic

acid; colorimetric

determination

SO2 Hydrogen peroxide Impinger or fritted SO2 + H2O2 → H2SO4 0.01–10 ppm Titration of H2SO4 with

bubbler standard alkali

SO2 Conductimetric Sampler probe and SO2 + H2O2 → H2SO4 0.01–20 ppm Change in conductivity

scrubber of H2SO4

SO2 Lead peroxide candle PbO2 paste on PbO2 + SO2 → PbSO4 0.02 mg SO2/ Gravimetric determination

cylinder or plate 100 cm2/day of PbSO4
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Figure 13.2 Characteristics of particulate matter. (From Ref. [12].)
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594 C H A P T E R 13 • Air-Pollution Sampling and Measurement

Table 13.6 Approximate settling velocities for
particles with density of 1.0 g/cm3

Particle size, μm Settling Velocity

0.1 0.4 nm/s
1.0 40 nm/s

10 30 mm/s
100 0.3 m/s

may be collected in a container which has previously been carefully evacuated and
sealed in the laboratory. Once collected, the sample can be returned to the lab for
analysis. When an evacuated container is not available, a clean glass grab sampler
must be purged for a sufficient length of time to remove air contained in it. Consider the
sampler shown in Fig. 13.3. The volume of the sampler is V, and the concentration of
sample gas in the sampler at any instant of time is C. If we assume complete mixing
in the volume, the input minus the output flow rate of the sample must equal the
accumulation, or

QCi −QC = d(VC)

dτ
[13.3]

where Q is the volume flow rate and C is now exit concentration; i.e., Ce = C. For
constant Q, V, and Ci, we write∫ C

0

dC

Ci − C
= Q

V

∫ τ

0
dτ

or ln

(
Ci − C

C

)
= −Qτ

V

Rearranging, we obtain

C

Ci

= 1− e−Qτ/V [13.4]

and we see that the concentration in the sampler approaches Ci for τ sufficiently large;
the buildup is illustrated in the following tabulation:

Qτ /V C /Ci

1 0.632
2 0.865
3 0.950
4 0.982
5 0.993

10 0.999955

Thus, by proper monitoring of the grab sampling time, the purity of the sample can
be made to approach the desired level.
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i e

ValveValveSample
gas

Vacuum
sourceGrab

volume, V

Figure 13.3 Purge of a grab sampler.

Filtration Techniques

Using the vacuum source of the sampling train, a volume of air may be drawn across
an appropriate filter which collects the particulate matter. The filter is then removed
after a known period of time and taken to the laboratory for examination.

One filtration-collection technique employs a high-volume sampler with a motor
similar to that of a vacuum cleaner to pull the sample across a large filter of glass-
fiber paper. Such filters typically operate for 24 h with a volume flow rate of about
1.5 m3/min. Ordinary analytical filter paper can be used for particles between 0.5 and
1.0 μm in size.

For smaller-volume samples, porous ceramic, fritted glass, or granular filters can
be employed for particles above 1.0 μm in size. Membrane or molecular filters of
cellulose esters can be used down to 0.1 μm. For detailed time-varying measurements
a tape sampler device is used which has a cellulose tape filter placed over a sampling
nozzle connected to the source. The tape is automatically moved at preset intervals so
that concentrations can be observed as a function of time. The tape is then examined
in the laboratory to determine the percent of light transmitted through each collection
spot. The results of such measurements are reported as a coefficient of haze (Coh),
expressed as Coh/1000 linear ft of air sample. This measurement is especially valu-
able in determining the soiling effects of various particulate matter. The following
measurements are performed:

I0 = optical transmission of clean tape

I = optical transmission of exposed tape

Then, we define

Opacity = I

I0
[13.5]

Optical density (OD) = log10
I

I0
[13.6]

Coefficient of haze (Coh) = OD

0.1
[13.7]

= log10(opacity)

0.1

= 100 log10(Tfrac)
−1 [13.8]

where, now, Tfrac is the fractional transmittance of the dirty filter. For clean air the
coefficient of haze is zero.
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Table 13.7 Coefficient of haze

Degree of Air Pollution Coh/1000 ft

Light 0–0.9
Moderate 1–1.9
Heavy 2–2.9
Very heavy 3–3.9
Extremely heavy 4–4.9

To express the Coh in terms of lineal feet of air sample, we observe

No. of 1000-ft lengths in sample = V

A
× 1

1000
[13.9]

where V is the sample volume in cubic feet and A is the sample area on the tape in
square feet. By combining Eqs. (13.8) and (13.9), we obtain

Coh

1000 ft
= 105A

V
log10(Tfrac)

−1 [13.10]

= 105

ugτ
log10(Tfrac)

−1 [13.11]

where ug is the gas velocity in feet per second and τ is the sample time in seconds.
Table 13.7 gives values of the Coh for different degrees of air pollution.

Example 13.1 CALCULATION OF HAZE COEFFICIENT. A sample is collected at a rate of 0.05 ft3/s
for a period of 45 min through a filter area having a diameter of 1.0 in. As a result of the sample
collection, the light transmission of the filter paper is reduced from 80 to 55 percent. Calculate
the Coh/1000 ft.

Solution

The fractional transmittance is

Tfrac = 0.55

0.80
= 0.6875

From Eq. (13.8) the Coh is

Coh = 100 log10

(
1

0.6875

)
= 16.272

and with Eq. (13.11) we find

Coh/1000 ft = (105)π(0.5)2

(144)(0.05)(45)(60)
log10

(
1

0.6875

)

= 0.657

In this case only a light degree of air pollution is observed.
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13.6 Particulate Sampling Techniques 597

Impingement and Precipitator Collectors

In impingement collection devices the air sample is first accelerated to high velocity
and then forced to undergo an abrupt change in direction. For particles above about
2 μm their inertia causes them to impact with the surface causing the change in flow
directions. In some devices the surface is wetted and particles are collected in the
runoff liquid. In dry devices a cascade arrangement is typically used, with jets of
progressively higher velocities to remove progressively smaller particles.

Electrostatic precipitators are very efficient means of particulate collection. The
air sample is drawn across a wire grid which is charged to 12 to 30 kV. The parti-
cles become charged and are subsequently collected on collector plates carrying an
opposite electrical charge. When the device is shut off, the particles can be removed
from the plates for laboratory analysis. Precipitators can operate effectively with a
broad range of particle sizes, from 0.01 to 10 μm. We might observe that electrostatic
precipitators are widely used in homes to remove particulate matter resulting from
cooking or cigarette smoke.

Isokinetic Sampling

Up to this point we have described techniques for removing particulate matter from
an air sample for subsequent laboratory analysis. But we have not discussed one
important sampling technique which must be used to ensure that a representative
sample reaches our collection device. With a high-volume sampling device, the par-
ticles are collected almost immediately on the filter paper. However, when a sample
must be collected from a stack, by either grab or continuous methods, more care must
be exerted. Typically, a probe is inserted into the flow at various points and a sample
is withdrawn with a vacuum source. Because the particles are being transported by
the flow stream, they are influenced by the viscosity of the gas, and their motion
depends on their size and inertia. If the suction velocity in the probe is much slower
than the flow velocity in the stack, much of the flow approaching the probe must be
diverted around it. Particles with a large inertia may not be able to follow the change
in direction and will enter the probe in a disproportionately high concentration. When
the suction velocity is much larger than the flow velocity, large particles again may
not be able to make the direction change and thus pass on by the probe. In this case
the sample will have too low a concentration of particles. Thus, the most desirable
technique is to draw the sample into the probe at a velocity equal to the flow veloc-
ity in the stack. This is accomplished by measuring the stack velocity with a Pitot
tube and then adjusting the sampling flow rate until a like velocity is produced in the
sampling probe. Watson [11] has developed a semiempirical equation to describe this
effect.

C

C0
= U0

U

{
1+ f(p)

[(
U

U0

)1/2

− 1

]}2

[13.12]
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598 C H A P T E R 13 • Air-Pollution Sampling and Measurement

where C = indicated particulate concentration

C0 = true particulate concentration in stack

U0 = stack flow velocity, ft/s or m/s

U = mean velocity at sampling orifice, ft/s or m/s

D = diameter of sampling orifice, ft or m

d = particle diameter, ft or m

ρ = density of particles, ft3/lbm or m3/kg

μ = viscosity of gas, lbm/ft · s or kg/m · s
p = d2ρU0/10 μD

The function f(p) is given approximately by

f(p) = 0.0426p2 − 0.407p+ 1.0 [13.12a]

and the overall effect on concentration measurement is illustrated in Fig. 13.4 for the
flow conditions indicated. Clearly, large errors can result from nonisokinetic sampling
when larger particle sizes are involved. The error is small for small particles.
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Figure 13.4 Effect of nonisokinetic sampling as calculated with Eq. (13.12) for spheres
with density of 1.0 g/cm3, D =1.0 mm and U0 =1.0 m/s in air at 1 atm
and 300 K.
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13.7 Sulfur Dioxide Measurements 599

13.7 Sulfur Dioxide Measurements

Table 13.5 has already indicated some of the techniques employed for SO2 mea-
surement. Sulfur dioxide arises from the combustion of hydrocarbon fuels with a
substantial sulfur content and represents a major source of air pollution. Because of
the large number of industries which burn coal and fuel oil with a substantial sulfur
content, the measurement techniques are particularly broad in application. We shall
discuss three basic measurement techniques and refer the reader to specific manu-
facturers for details of equipment operation. The control measures which must be
employed to remove SO2 are beyond the scope of our discussion but are examined
very thoroughly in Refs. [1] to [6].

Colorimetry Analysis for SO2

Figure 13.5 illustrates the basic apparatus for colorimetric determinations of SO2. A
vacuum pump draws the air sample through an inlet flow measurement device and
then into a rotary-disk scrubber. An absorbing agent wets the surface of the disks to
provide a large surface for the gas contact area, which allows for rapid absorption
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Figure 13.5 Schematic of colorimetric determination of SO2.

hol29303_ch13_585-611.pdf   15hol29303_ch13_585-611.pdf   15 8/12/2011   3:24:58 PM8/12/2011   3:24:58 PM



600 C H A P T E R 13 • Air-Pollution Sampling and Measurement

and response. The solution containing the pollutant is next mixed with the reagent,
bleached pararosaniline, and allowed to pass vertically through a time-delay coil
where the color-development reaction occurs.

A light source is filtered and passed through a motor-driven chopper to provide an
alternating source which is adaptable to electronic amplification. Two matched cad-
mium sulfide photocells are employed to sense the light transmission from a sensing
cell containing the sample which has undergone the colorimetric reaction and also
from a reference cell containing only the reagent. The electronic detection circuit
compares the outputs of the two cells and sends an output voltage to an appropriate
recorder. Practical systems may be programmed to take samples and perform the
analysis at predetermined time intervals.

Electroconductivity Analysis for SO2

The electroconductivity measurement relies on oxidation of SO2 to produce sulfate
ions, which change the electrical conductivity of the solution in proportion to the
amount of SO2 present. With water as the reagent, we have the reactions

H2O+ SO2 → H2SO3
[13.13]

H2SO3 + 1
2 O2 → H2SO4

As an alternative we can use H2O2; we will then experience less interference from
acid gases like CO2. Thus,

H2O2 + SO2 → H2SO4 [13.14]

The electrical conductivity is a function of temperature so that the experimental
apparatus must be constructed with a temperature-control system. The apparatus is
indicated in the schematic of Fig. 13.6.

The reagent is passed first through a reference cell and then into an absorbing
column, where the air sample is mixed in a countercurrent-flow process. The SO2

is absorbed in the reagent, and the new solution is then passed through a measuring
conductivity cell.An ac voltage is impressed on the conductivity cells and the current is
measured to enable a calculation of the resistances. Zero-level calibration is achieved
by passing the air through a soda-lime absorber to remove all SO2. For this condition
the conductivities in the reference and measuring cells should be the same and thus
may be used to set the zero-output level.

Coulometric Analysis for SO2

To perform a coulometric analysis, a detector cell is constructed as illustrated in the
schematic of Fig. 13.7. The cell contains a buffered solution of KI, which generates
I2 at the anode according to

2I− → I2 + 2e−
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Figure 13.6 Schematic of electric conductivity analysis of SO2.
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Figure 13.7 Schematic of coulometric analysis of SO2.

When the air sample containing SO2 is drawn in the cell, it reacts with I2 to remove
it from the cell. The unreacted portion of the I2 is then reduced to I− at the cathode.
As a result of the reaction, a reference electrode will detect a difference in the anode
and cathode currents as shown:

ir = ia − ic

This current may subsequently be amplified to provide an output proportional to the
SO2 concentration.
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13.8 Combustion Products Measurements

The analysis of products of combustion is important not only for air-pollution-control
applications but also for maintenance of most efficient burning rates and energy
utilization. We shall discuss three methods applicable to such measurements.

Orsat Apparatus

Figure 13.8 illustrates the simple Orsat apparatus, which is employed to analyze prod-
ucts of combustion. It consists of a measuring burette and three reagent pipettes which
are used successively to absorb carbon dioxide, oxygen, and carbon monoxide from
the mixture. First, a sample of the combustion products is drawn into the measuring
burette. Next, the sampling manifold is shut off and the sample is forced into the first
reagent pipette, where carbon dioxide is absorbed. The sample is then brought back
into the measuring burette, and the reduction in volume is noted. The procedure is
then repeated for the other two pipettes, which absorb the O2 and CO successively.
In the measuring process the combustion products are contained over water in the
burette and remain saturated with water vapor. As a result, the volumetric proportions
of the products are obtained on a so-called dry basis, that is, exclusive of the water
vapor which is present.

Potassium hydroxide is normally used as the reagent to absorb carbon dioxide.
A mixture of pyrogallic acid and solution of potassium hydroxide is employed as
the reagent for absorption of oxygen. Cuprous chloride is used to absorb carbon
monoxide. Precautions must be taken to ensure that the reagents are fresh in order to
minimize errors. The cuprous chloride must be changed after 10 absorptions or so if
the carbon monoxide content is above 1 percent. The Orsat device is mainly used for
portable remote applications which do not require continual monitoring.

Flue gas
(sample)

Reagent pipettes

Burette

Leveling cup

Figure 13.8 Schematic of Orsat apparatus.
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13.8 Combustion Products Measurements 603

Example 13.2EXCESS AIR CALCULATION. An operator reports the following raw volume measure-
ments on an Orsat device in measuring the combustion products for methane fuel (CH4). Based
on these data, calculate the air-fuel ratio and percent excess air for the combustion process:

Volume (cm3)

Initial sample 95
After CO2 absorption 83
After O2 absorption 79
After CO absorption 78

Solution

The analysis of the “dry products” is

nCO2 = 95− 83 = 12

nO2 = 83− 79 = 4

nCO = 79− 78 = 1

On a mole-fraction basis we obtain

xCO2 =
12

95
= 12.6%

xO2 =
4

95
= 4.2%

xCO = 1

95
= 1.05%

We now write the combustion equation for 95 mol of dry products.

aCH4 + xO2 + 3.76xN2 → 12CO2 + 4O2 + (1)CO+ bH2O+ 3.76xN2

The carbon balance yields

a = 12+ 1 = 13

For the hydrogen 4a = 2b so that b = 26, and the oxygen balance gives

2x = (12)(2)+ (4)(2)+ 1+ 26 = 59

x = 29.5

The air-fuel ratio for dry air is

AF ratio = ma

mCH 4

= (29.5)[32+ (3.76)(28)]

(13)(16)

= 19.47

For stoichiometric combustion (no excess oxygen) the reaction would be

13CH4 + 26O2 + (3.76)(26)N2 → 13CO2 + 26H2O+ (3.76)(26)N2
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The percent excess air is therefore

29.5− 26

26
× 100 = 13.5%

Gas Chromatograph

Another technique for measuring products of combustion, and other gas samples
as well, is gas chromatography, indicated in the schematic diagram of Fig. 13.9.
The sample gas is typically collected in a small glass syringe and introduced into
the chromatographic column. The column can vary in length from 1 to 20 m and
in diameter from 0.25 to 50 mm. Inside the column either a solid adsorbent, like
granular silica, alumina, or carbon, or a liquid adsorbent is contained to retard the
flow of different constituents of the gas sample. The liquid can either coat the wall
when the column is a thin capillary or be distributed over an inert granular material
like diatomaceous earth in larger packed columns. Hundreds of liquids are available
as adsorbents, depending on the particular application.

Once the gas sample is impressed on the column, an inert carrier gas (typically
helium) transports the sample through the column. Different components will be
retained in the column for different lengths of time so that they will appear in the
discharge stream from the column at different times. The device may be calibrated to
predict the retention time for various gas-liquid combinations. The components in the
output flowstream may be detected in various ways.Athermal-conductivity detector is
most common, but ultrasonic and electron-capture may also be used. Special detectors
are available for specific elements.

The output of the chromatographic detector can be processed electronically and
displayed on a chart recorder. The display takes the form of a series of spikes. The
time of appearance of the spike indicates the particular component, while the height
of the spike indicates the quantity present. The chromatographic column may require
heating or cooling to achieve the proper separation times so that a temperature control
system is required. A flow regulator is also employed to maintain a constant flow rate
of the carrier gas.
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Sample
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Column

Fraction
collector
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Electronics
Oven
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Figure 13.9 Schematic of gas chromatograph.
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Nondispersive Infrared Absorption

Nondispersive infrared (IR) measurements may be used to determine concentration
of gaseous pollutants as illustrated in the schematic diagram of Fig. 13.10. The ab-
sorption of IR radiation occurs in narrow-wavelength bands, with each gas exhibiting
its own peculiar characteristics. Two infrared sources are provided, as shown, with
a chopper to impose an ac signal, which is handled more easily by subsequent elec-
tronic detection circuits. Filters may be placed in the path of the sources so that only
the absorption-wavelength band for the particular gas to be studied is investigated.
Two cells are exposed to the IR radiation: (1) a reference cell containing an inert gas
(usually nitrogen) and (2) a cell which admits passage of the sample gas containing
the pollutant to be investigated. No IR absorption occurs in the reference cell, while
the absorption in the sample cell is proportional to the concentration of the component
of interest.
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Figure 13.10 Schematic of nondispersive infrared analyzer.
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Beyond the reference and sample cells there are two detector chambers which
absorb the IR radiation transmitted. These chambers are sealed so that absorption
of the radiation causes the temperature of the gas inside to rise. The two chambers
are separated by a thin diaphragm. Because more radiation is transmitted through
the reference cell, there will be a greater temperature rise in the reference detector
chamber than in the sample detector. As a result, a pressure differential is created
which causes movement of the diaphragm; this can be detected with a capacitance
pickup. The resulting signal is amplified and transmitted to an appropriate readout
device. Both the chromatograph and infrared absorption devices may be used for
continuous monitoring of combustion products.

13.9 Opacity Measurements

Most lay people measure air pollution by visual observation. If a discharge stack
at a plant emits heavy black smoke, this is judged to be harmful pollution. The
accumulation of smog around expressways on still days is evidenced by decreased
visibility.

The opacity of the gas stream discharging from a stack is indeed a measure
of the concentration of particulate matter in the gas. The color of the discharge gas,
however, depends on the specific particulate matter involved in the process. Unburned
carbon is black, while very harmful asbestos or lead particles might be gray in color.
Air-pollution-control officials cannot provide continuous stack gas monitoring of all
plants because this would involve excessive costs in instrumentation and personnel,
and so they frequently rely on visual observation of the discharge gases to indicate
probable air-pollution offenders.

To aid in standardizing visual observations, the Ringleman smoke-chart system
has been devised. Five charts are constructed in even increments of blackness as
indicated in Table 13.8. Observers are then trained to compare gas emissions with
the charts. In the training process the chart is placed at this distance of 50 ft from
the observer and in a line of sight with the smoke. At this distance the charts take on
an appearance of different degrees of gray. In observations the observer should stand
facing away from the sun. For training purposes optical transmission measurements

Table 13.8 Spacing of lines for construction
of Ringleman chart

Ringleman Width of Black Width of White Percent
Chart No. Lines, mm Spaces, mm Black

0 All white 0
1 1 9 20
2 2.3 7.7 40
3 3.7 6.3 60
4 5.5 4.5 80
5 All black 100
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may also be performed on the smoke to correlate with the Ringleman charts.Aperson
who has undergone an intensive training period is then permitted tomake observations
in the field strictly on the basis of visual acuity. Such persons are appropriately called
“smoke readers”; when they are employed by air-pollution-control groups, they must
be retrained about every 6 months. The trained smoke observer can obviously make
many measurements in a region at very low cost. Typically, a plant is not allowed to
operate at greater than a Ringleman number 2 discharge opacity. The trained observer
can read the opacity within ±1/2 Ringleman number [14].

The opacity of a stack discharge can be easily changed without changing the
total emission of pollutants. Because opacity is a function of optical path length,
one simple way to decrease the opacity is to reduce the stack diameter and to increase
the flow velocity. Another method is to increase the number of stacks employed for
the discharge. Air-pollution-control regulations frequently do not allow the use of
such techniques once a citation has been issued for excess discharge opacity.

All visual observations can be in serious error if the stack gases contain significant
quantities of water vapor which may condense out. In such cases a violator may be
excused if engineering data clearly show that the opacity could be the result of the
water discharge in the process.

13.10 Odor Measurement

We have all encountered odor problems at one time or another. Because odors must be
detected by human beings, quantitative measurements and standards are very difficult
to establish. Different people react to various odors in different ways. A person who
eats garlic likes the taste and odor, while a person sitting nearby may find the garlic
smell quite objectionable. We can become so accustomed to odors that they are no
longer objectionable. A person who works at a stockyard does not notice the smell,
but a newcomer visiting such a facility may find the odor very offensive.

Ideally, we could like to specify acceptable odor levels in terms of odorant con-
centration in parts per million or micrograms per cubic meter. The technique normally
employed is to expose a group of individuals to varying concentration levels of an
odorant and to ask them to make a rating on the following scale:

5 overpowering perception

4 strong odor

3 easily perceived odor

2 faint perception

1 very faint perception

0 no perception

This rating scale is applied to the intensity of the odor, its pervasiveness, and the
acceptability or degree of like or dislike of the odor. When these data are collected, it
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Table 13.9 Odor thresholds in air,
from Ref. [10]

Odorant Odor Threshold, ppm

Acetic acid 1.0
Acetone 100
Amine trimethyl 0.0021
Ammonia 46.8
Aniline 1.0
Carbon disulfide 0.21
Chlorine 0.31
Diethyl formamide 100
Diphenyl sulfide 0.21
Formaldehyde 1.0
Hydrogen sulfide 0.00047
Methanol 100
Methylene chloride 214
Nitrobenzene 0.0047
Phenol 0.047
Trimethyl amine 0.00021

is generally found that they follow a relationship of the form,

P = K log S [13.15]

where P is the human sensor response, or intensity (from 0 to 5), and S is the ratio of
the odor concentration in parts per million to that for 0 response.K is a constant which
varies from 0.3 to 0.6, depending on odorant. Using such techniques it is possible
to determine odor thresholds for a number of substances, as shown in Table 13.9.
Other values for petrochemicals are given in Ref. [9]. A cursory examination of
this table indicates the extremely broad range of odor thresholds (over six orders of
magnitude) and therefore the wide variety of instrumentation which may be required
for measurements.

In some air-pollution problems it is convenient to define an odor unit as

1 odor unit = quantity of odorant that will contaminate 1 ft3 of clean
air to the mean threshold level

From Table 13.9 we see that 1 odor unit of acetone would be the quantity necessary
to produce a concentration of 100 ppm, while 1 odor unit of formaldehyde would be
that necessary to produce a concentration of 1.0 ppm.

13.11 Review Questions

13.1. Distinguish between source and ambient air-pollution standards. What are
the advantages of each?

13.2. Name three techniques for particulate measurement.
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13.3. What is the range of sizes of most atmospheric particulate matter?

13.4. What is meant by “grab sampling”?

13.5. Define the coefficient of haze (Coh).

13.6. What is the principle of operation of an electrostatic precipitator?

13.7. What is meant by “isokinetic sampling”?

13.8. Describe the colorimetry analysis process for SO2.

13.9. How does an Orsat apparatus work?

13.10. How does a gas chromatograph work?

13.11. What is a Ringleman chart?

13.12. What easy measures can be taken to reduce the opacity of a stack discharge?

13.12 Problems

13.1. Verify the mass concentrations of carbon monoxide and sulfur dioxide given
in Table 13.1.

13.2. A glass grab sampler has a volume of 100 cm3. Calculate the time required to
effect a 90 percent purge of the sampler with a flow rate of 125 cm3/min.

13.3. A sample is collected at a rate of 10 ft3/min for a period of 1 h through a filter
area having a diameter of 1.4 in. As a result of the sample collection, the light
transmission of the filter paper is reduced from 80 to 40 percent. Calculate the
Coh/1000 ft.

13.4. An analysis of the dry products of combustion for CH4 yields

CO2 = 10 percent

CO = 0.7 percent

O2 = 2.0 percent

Calculate the air-fuel ratio and percent excess air.

13.5. Air at 1 atm and 20◦C is burned with gaseous butane (C4H10). Calculate
percentage compositions of the dry products of combustion for 25 percent
excess air.

13.6. Calculate the mass concentrations of gaseous butane (C4H10) and propane
(C3H8) for 1 ppm in air at 1 atm and 20◦C. Express in μg/m3.

13.7. Calculate the concentration of water vapor in atmospheric air at 80◦F and
50 percent relative humidity. Express in units of ppm and μg/m3.

13.8. Consult standard thermodynamic tables and determine the mass concentra-
tions for 1 ppm of Freon-12 and ammonia in atmospheric air at 20◦C. Consult
the references at the end of this chapter (or others) to determine acceptable
tolerance limits for these two gases.
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13.9. Air at 1 atm and 20◦C is burned with gaseous octane and 30 percent excess
air. Calculate the percentage compositions of the dry products of combustion.
Repeat for 100 percent excess air.

13.10. A glass grab sampler has a volume of 125 cm3. Assuming a flow rate of
100 cm3/min, calculate the times required for 80, 90, 95, and 99 percent purge
of the sampler.

13.11. Agrab sampler has an initial concentration C0 of a certain gaseous substance.
The inlet flow stream has a concentration Ci of the same species. Derive an
expression for the concentration of the species in the sampler volume as a
function of time.

13.12. Using the results of Prob. 13.11 and an initial concentrationC0 = 0.1 and inlet
concentration Ci = 0.5 for the size and flow rate of Prob. 13.10, calculate the
time to obtain concentrations of the gas of 0.2, 0.3, 0.4, and 0.49. Comment
on the results of the calculation.

13.13. Agrab sampler is used to collect a sample of pure gas. If the initial concentra-
tion of the gas in the sample volume is 0.5, and the volume and flow conditions
are those of Prob. 13.10, calculate the time required to obtain a sample that is
99 percent pure.

13.14. An analysis of the dry products of combustion for propane (C3H8) yields

CO2 = 12 percent

CO = 0.5 percent

O2 = 3 percent

Calculate the air-fuel ratio and the percent excess air.

13.15. Calculate the mass concentrations of gaseous butane and gaseous propane for
1.5 ppm in air at standard atmospheric pressure inDenver, Colorado (altitude =
5000 ft), and a temperature of 25◦C. Express in units of μg/m3.

13.16. Air at 1 atmand20◦C is burnedwith gaseous propane.Calculate the percentage
compositions of the dry products of combustion for 30 percent excess air.

13.17. The grab sampler of Prob. 13.10 has an initial concentration of the pure gas
to be sampled of 0.1. Calculate the time required to obtain a sample that is
95 percent pure.

13.18. An airstream at 1 atm and 27◦C contains small spherical particles having a
density of approximately 1000 kg/m3. The flow velocity of the airstream is
about 0.9 m/s, and the mean velocity at a sampling device inserted in the
airstream is about 0.75 m/s. The diameter of the spherical particles is about
16 μm. Calculate the error in the particle concentration as a result of the
sampling process.
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c h a p t e r

14
Data Acquisition and Processing

14.1 Introduction

All the previous chapters have illustrated, in one way or another, the manner in which
an experiment can be planned and executed to produce meaningful data. Selection
of proper instrumentation and consideration of experimental uncertainties are all
necessary parts of the planning process. But very little has been said about the manner
of collecting data and the later processing of these data to produce the desired results
of the experiments. The acquisition of data might consist simply of several people
(or perhaps only one person) reading a number of instruments and recording the
observations on a data sheet. The subsequent processing of data could be done in
many ways, from simple hand calculations to complicated computer routines.

There are systems available today for rapidly collecting a great bulk of data,
processing it, and displaying the desired results in printed form. The purpose of this
chapter is to present a brief qualitative description of such systems and the functions
of the elements that go together to make up an overall data acquisition and processing
installation. These systems change rapidly. So, this discussion takes a rather general
approach.

14.2 The General Data Acquisition System

The essential element in a data acquisition system is the instrument transducer, which
furnishes an electrical signal that is indicative of the physical variable being measured.
The signal may be an analog voltage, current, resistance, or frequency, or a digital
representation of any of these quantities in the form of a series of electric pulses.
The present discussion assumes that suitable transducers are available to convert the
physical variables of interest into electrical signals. As examples of such transducers
we may recall that a thermocouple gives a voltage representation of temperature, a
strain gage gives a resistance representation of strain, and so forth. These types of
transducers have been discussed in previous chapters.

612
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14.2 The General Data Acquisition System 613

The object of any data acquisition and processing system is to collect the data,
process them in the desired fashion, and record the results in a form suitable for storage,
presentation, or additional subsequent processing. Thus, a recording potentiometer
is a simple data acquisition system that may be used for collecting temperature data
from thermocouples. In this case the data points must be read from the recorder
chart. A more complicated system would convert the analog voltage signal from the
thermocouple to an equivalent digital signal, which could be used to operate a printing
recorder so that the numerical value of the temperature is printed on a sheet of paper.
Such a system is much more complicated than the simple recorder because of the
analog-to-digital conversion process. It is easy to see, however, that the digital output
has many advantages.

The major elements of any data acquisition and processing system are shown
in block diagram form in Fig. 14.1. This figure divides the system into three major
parts. The first is the input stage, which consists of appropriate transducers and an
input circuit and additional signal conditioning circuits as needed (amplifiers, filters,
etc.). The second is the signal-conversion stage, in which the information is readied
for transmission, if such is required (as in situations in which the transducers are
physically remote from the location at which data display is desired), as well as the
transmission and receiving equipment and any necessary data processors.An example
of the latter would be the conversion of a signal from analog-to-digital (A/D) form.
The last is an output stage which provides two primary functions: data display and
data storage. Examples include data display and storage in printed form on a sheet of
paper or in graphical form on suitable paper and storage on magnetic tapes or disks,
or in the internal memory of a computer.

The output stage must include suitable coupling circuits to convert the data to
a form which may be used to drive a printer, graphics device, or computer process-
ing unit.

It is a rare circumstance when data involving only one experimental variable
are to be collected. The data acquisition and processing system, then, should include
provision for collecting and analyzing multiple channels of data input. This collection
process could be accomplished by having a channel like the one shown in Fig. 14.1
for each variable to be studied. The cost of such a system, however, would be quite

Input
circuit

Processing Transmission
Display
and/or
storage

Transducer
Physical
property

To other
functions

Output Signal conversion

Input

Signal
conditioning

Figure 14.1 General data acquisition system.
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614 C H A P T E R 14 • Data Acquisition and Processing

high because of equipment duplication so that a scanner/programmer is normally
employed for multiple-channel work. The scanner is a device that samples the data
channels in rapid sequence so that only one conversion and output stage is necessary.
Equipment available today makes possible any particular sequencing of a large num-
ber of data channels at the discretion of the laboratory personnel. Thus, the system
may be programmed to collect any desired range of variables in any order, and the
term “scanner/programmer” is quite appropriate. In many systems computational el-
ements are provided in order that the data may be manipulated immediately, without
external computer processing.

Many experimental situations require the collection of data at regular time inter-
vals or in some particular time sequence. The acquisition system may perform this
timing function automatically by incorporating a digital clock and time standard in
the scanner and/or conversion stages.

Finally, it may be advantageous to apply signal conditioning to the output of the
device functioning as the scanner/programmer. This conditioning might be amplifica-
tion, analog-to-digital conversion for only some of the channels, filtering, distortion or
harmonic analysis of the waveform of some of the signals, and so forth. When all the
above elements are combined, a very flexible data acquisition and processing system
results, as shown in Fig. 14.2. It should be noted that the programmable feature of the
scanner is normally used in the converter stage as well. This is essential since some
channels may require signal conditioning while others may not.

The use of a flexible system like the one described above depends on many
factors, not the least of which is cost. Progress in the development of microprocessors
and digital signal processing (DSP) [1, 4, 6, 8] has greatly reduced the cost of such
systems. Data acquisition processing systems which use microprocessors to perform
the scanner/programmer function are widespread.

In examining Fig. 14.2, we note that the general system may be used to feed
a computer, which, in turn, has a software input to process the data or cause the
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Figure 14.2 Schematic of a multichannel data acquisition system.
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14.3 Signal Conditioning Revisited 615

computer to execute some process control operation. The output from the computer
can also be fed to a printer for either text or graphical displays. Many standard software
packages are available to perform the computer operations.

There are two basic types of interfaces to connect the measurement system to a
personal computer: stand alone and plug in. The plug-in systems are designed for a
particular type of computer, usually the IBM PC or Apple Macintosh. The plug-ins
consist of special terminal boards for connection of thermocouples, RTDs, or other
sensors and outputs. Menu-driven software is included which enables a setup of scale
ranges, units, digital input and output, data logging, and process control for any of
the channels. Hundreds, or even thousands, of analog inputs can be allowed for a
single PC. The stand-alone interface does not depend on the type of computer to be
used. All that is required is a standard serial communications port on the computer.
The stand-alone interfaces can incorporate a single-variable channel, multiple ther-
mocouples, or many channel data loggers with different analog inputs. Stand alones
may or may not be supplied with software capability. If not supplied, then the user
must provide his or her own software. In general, a variety of software packages are
available from many manufacturers.

Some data acquisition systems have on-board microprocessors for data analysis
and storage. Depending on the complexity of the system, it may be possible to analyze
some data channels while storing the output of others for later manipulation. Because
of the reduction in cost of memory devices, we may expect very elaborate data ac-
quisitions systems in the future which incorporate digital oscilloscope features in one
central processing unit. Cost will be a factor in decisions to utilize such systems.

14.3 Signal Conditioning Revisited

As was pointed out in Chap. 4, noise is present in all physical situations in which
measurements are attempted or information is conveyed. A consideration of noise
and its effects on experiments led us, in Sec. 4.12, to consider filtering electrical
signals. We considered circuits which would transmit or “pass” only certain bands or
ranges of frequencies which are part of an input signal. It was pointed out that some
filters are composed only of passive elements (resistors, capacitors, and inductors),
while others contain amplifiers. Circuits of the first type are called passive filters,
while those in the second category are termed active filters [5, 6].

Table 4.2 displayed four very simple passive filters. In order to illustrate active
filters and the methods of analysis applied to such filters, we will analyze an active
version of the first filter shown in this table, a lowpass RC filter. For the passive form,
the maximum ratio of output voltage to input voltage is unity. As we shall see, the
addition of an operational amplifier allows the realization of output-to-input-voltage
ratios which are larger than 1. The gain of the operational amplifier serves to improve
the overall performance of the filter. It should be mentioned that we will be analyzing
only a very simple circuit; there are commercial design manuals which present the
analysis of more complex active filters.
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616 C H A P T E R 14 • Data Acquisition and Processing

The basic ideal operational amplifier is presented in Fig. 14.3, along with the
relationship between the output voltage vo and the two input voltages v1 and v2.
The amplifier gain A will be taken to be infinite, and the input resistances of both
the positively and the negatively labeled terminals of the amplifier will be assumed
to be infinite. These approximations greatly simplify the analysis [3].

The lowpass, single-section active filter to be analyzed is shown in Fig. 14.4. As
was the case for each circuit containing an operational amplifier which was analyzed
in Chap. 4, we are seeking a relation between the output voltage at vo and the input
voltage vi. It is simplest to assume that all voltages, and consequently all currents,
in the circuit are single-frequency sinusoids; that is,

v1 = V1e
jωt vi = Vie

jωt

i1 = I1e
jωt i2 = I2e

jωt
[14.1]

Using the reference directions shown in Fig. 14.4, we can write the following
four expressions for the currents shown:

i1 = vi − v1

R
i2 = v2

R

i3 = −C
dv1

dt
i4 = vo − v2

(K − 1)R

[14.2]

In these equations the ground voltage has been taken to be zero.
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Figure 14.3 The ideal operational amplifier.
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Figure 14.4 Lowpass, single-section active filter.
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Since the input resistances of the two operational amplifier terminals (+,−) are
infinite, it follows that the sum of the two currents entering each terminal must be
zero. We write

i1 + i3 = 0

−i2 + i4 = 0

Substituting the sinusoidal forms given in Eqs. (14.1) and the current expression
in Eqs. (14.2) results in

Vi − V1

R
ejωt − C

d

dt
(V1e

jωt) = 0 [14.3a]

−V2

R
ejωt + Vo − V2

(K − 1)R
ejωt = 0 [14.3b]

After carrying out the derivative with respect to time and canceling common
factors, we arrive at

Vi − V1 − jωRCV1 = 0 [14.4a]

−V2 + Vo − V2

K − 1
= 0 [14.4b]

The relationship between the output voltage and the two input voltages of the
operational amplifier is

vo = A(v1 − v2)

or, upon substituting the sinusoidal time dependencies, we have

Vo = A(V1 − V2)

Since the amplifier gain is approximated by infinity, it is necessary for V1 to equal V2

if the output voltage Vo is to be finite.
Solving for V1 in Eq. (14.4a) and V2 in Eq. (14.4b) and equating the results yield

Vi

1+ jωRC
= Vo

K

The ratio between the output and input voltages is given by the expression

Vo

Vi

= K

1+ jωRC

or, in terms of amplitudes, ∣∣∣∣Vo

Vi

∣∣∣∣ = K√
1+ (ωRC)2

This result should be compared with the equation given for the lowpass RC
passive filter in Table 4.2. The two results differ only by the factor of K in the
numerator. Since this may be selected by the designer (refer to Fig. 14.4), the effect
of the operational amplifier in the active filter is to allow a choice of the overall gain
displayed by the active filter compared with the passive filter. The frequency response
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of the two circuits is identical. The only difference is the constant K appearing in the
relation between output and input voltages for the active filter.

This example indicates that using active filters rather than passive filters often
makes adding more amplifier circuits to a given data acquisition and processing system
unnecessary.

The other major advantage of active filters is based on a unique property of in-
tegrated circuits. Simply stated, there are no integrated circuit forms of inductors.
To this day, the inductor remains a large element. In order to fabricate passive filters
containing inductors it is necessary to sacrifice some degree of compactness. Active
filters can be designed to avoid totally the need for inductors. That is, the combina-
tion of resistors, capacitors, and operational amplifiers will replace and outperform
any passive filter containing inductors. This means that circuit compactness and in-
tegration can always be obtained. The proof of these assertions is complex and well
beyond the scope of this chapter. It is mentioned because this avoidance of inductors
is a major advantage of active filters.

Although we have analyzed only a lowpass filter, both bandpass and highpass
active filters exist and can often be used in place of passive filters. In many situations
operational amplifiers allow the circuit designer to use smaller values of resistance
and capacitance than would be needed for passive filters. This implies an associated
reduction in cost and circuit size. There are also available designs for filters containing
more than one operational amplifier. Such multistage circuits exhibit sharper cutoffs,
and hence more useful filtering behavior, than the single-stage circuit analyzed in this
chapter.

Once the signal has been filtered, it is necessary to consider the means available
to transmit it if the transducer is at a remote location. This is the subject of the next
section. It must be mentioned that in some situations there are advantages to filtering
the signals both before and after transmission, while in other cases filtering either
before or after transmission will be adequate. More information on active filters is
given in Refs. [3], [5], and [7].

14.4 Data Transmission

Given a transducer in one location and the need to display the transducer’s output
in another location, one is immediately faced with choosing the channel over which
the necessary transmission will occur. There are many possible choices, ranging from
current and voltage on copper wires to the propagation of electromagnetic waves
through space to the transmission of light signals through an optical fiber. In selecting
a communication channel, the system designer must consider two paramount issues,
cost and noise immunity. A detailed examination of these two issues would fill several
additional books, but we can consider some of the important characteristics of various
transmission channels.

Coaxial cable provides a very secure means of transmitting a signal from one
location to another. It consists of a central conductor through which the signals of
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14.4 Data Transmission 619

interest are sent surrounded by another conductor which is held at zero voltage. Any
stray electromagnetic noise is attenuated by this outer shield before it can corrupt
the signal present on the inner conductor. Coaxial cable is often the communica-
tion medium of choice in laboratory situations where low voltage levels are being
transmitted. Of course, if the transducer is on a probe heading toward Venus, it is
not possible to string a coaxial cable between the transducer and the earth. In these
situations it is necessary to consider communication channels which do not depend
on a material link between the transmitter and receiver. This is needed not only in
communicating from space, but also in any situation in which the cost of a physical
link between transmitter and receiver is prohibitive.

It is obvious that empty space is free and available as a channel over which signals
can be transmitted. Of course, there may be additional expense in the receiver and
transmitter, depending on the frequencies used, but the communication link itself is
quite inexpensive. The major drawback is the susceptibility of signals propagating
through space to noise. For example, a lightning discharge generates a large amount
of noise over a wide range of frequencies. If a signal is propagating in the vicinity
of a lightning strike, it will be mixed with the noise produced by the lightning. This
illustrates the basic trade-off between cost and noise immunity. Of course, the effect
noise has on a given signal depends on the frequency being used and the degree
of protection the designer builds in. The details, again, are beyond our immediate
interest, but a common example of such designed protection is given by AM and
FM radio systems. A comparison of the quality of reception of an AM signal and an
FM signal during a thunderstorm will immediately indicate that noise is much less
significant on the FM channel. This is a result of both the frequency used and the
more complex electronics involved in FM radio transmission.

We shall discuss the relative advantages of digital signals in the next section,
but it is convenient to examine a simple technique which can be used to provide
some degree of noise protection when the signals being transmitted are in digital
form. The science of information theory has developed around the topics of trans-
mitting information over channels and protecting the information against noise. Such
systematic attempts to build noise immunity into a data transmission link are called
codes. We present the simplest possible example of such a code to conclude this
section.

Consider a case in which a value of temperature is being transmitted from a
remote location in the form of a four-bit binary word. The set of possible four-bit
words and the associated temperature ranges are shown below:

0000 0–5◦C 1000 40–45◦C
0001 5–10 1001 45–50
0010 10–15 1010 50–55
0011 15–20 1011 55–60
0100 20–25 1100 60–65
0101 25–30 1101 65–70
0110 30–35 1110 70–75
0111 35–40 1111 75–80
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620 C H A P T E R 14 • Data Acquisition and Processing

The meaning of this table is quite simple. If, for example, the voltage produced
by the transducer indicates that the temperature is between 15 and 20◦C, the binary
signal 0011 will be sent by the transmitter. This process of transmitting temperatures
could occur as frequently as desired.

The receiver would then “see” a series of four-bit binary words. If the experiment
is to produce valid results, the four-bit binary word received must be identical to the
one sent. This may or may not be the case in a given sending-receiving event since
the signal received depends not only on the signal sent, but also on the noise present
along the channel while transmission was occurring.

A very simple technique can be used to provide a limited degree of protection
against noise. It allows the receiver to determine whether one of the bits in the received
four-bit word is incorrect. In such a case the receiver can automatically request a
second transmission. The technique is called parity checking. As each four-bit word
is readied for transmission, the signal-conditioning circuits add a fifth binary bit such
that the total number of 1s in the five-bit word is even.

Imagine that the temperatures at three successive times are 57, 52, and 48◦. The
set of temperatures generates 3 four-bit binary words, 1011 1010 1001.

The parity check bit (the fifth bit) would be added to each of these words so that
the total number of 1s would be even. The resulting set of 3 five-bit words would be
10111 10100 10010.

If the following set of words arrived at the receiving station, 10111 10110 10010,
the presence of an odd number of 1s in the second word would initiate a request for
retransmission. This request could be generated by part of the receiving circuit, or it
could depend on an individual monitoring the received signals.

It should be noted that this simple coding technique will not protect against an
even number of errors (i.e., 10111 sent and 10001 received) since in such cases the
number of 1s in the received word remains even. In addition, the technique will
not be able to discriminate between one error and three errors occurring in a single
word. In short, if an even number of errors occurs (and this includes zero errors), the
parity check will be satisfied. If an odd number of errors occurs, the parity check will
generate a request for retransmission.

Much more sophisticated coding techniques exist. In fact, codes exist which
will not only indicate the presence of errors in received data but contain, within the
received data, the means to correct the errors without requiring a retransmission. This
is an important result and serves as a tribute to the ingenuity of those individuals who
have developed so-called error-correcting codes.

Data in digital form are a prerequisite if coding techniques are to be used. Trans-
ducers, of course, produce signals which are necessarily analog in nature. In the next
section we shall discuss the means used to convert signals from analog-to-digital
(A/D) form and from digital-to-analog (D/A) form.

Of course, digital signal transmission and storage has advantages for ordinary
laboratory use as well as in applications where long-distance data transmission is re-
quired. Some relative values for storage capability for digital media are digital mem-
ory “sticks” (approximately 13× 50 mm): 128 GB; writable CD: 700 MB; writable
DVD: 9 GB; and digital hard drives in excess of 3 TB.
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14.5 Analog-to-Digital and

Digital-to-Analog Conversion

The basic concepts of digital and analog representations of electrical signals were
discussed in Sec. 4.2. In analog representations the physical variables of interest are
treated as continuous quantities, while in digital representations the quantities are
restricted to discrete, noncontinuous “chunks.” A further refinement of the digital
representation was presented in the last section, where a range of temperatures of
interest was broken into separate segments, each 5◦ wide. Then a separate four-bit
binary word was used to represent each segment. This is a two-step digital representa-
tion; the first step involves discretizing the analog quantity of interest (the temperature
in this case), and the second assigns a different four-bit word to each range. It is clear
that 2n different ranges can be designated by means of an n-bit binary word. For
example, the selection of an eight-bit word allows the physical signal of interest to
be discretized into 28 or 256 segments. The phrase analog-to-digital conversion is
used to describe this kind of signal processing. The immediate question of interest
concerns the value of such conversions.

The first reason for converting signals from analog to digital form involves noise
immunity during transmission. The problem of determining whether or not a single
digital pulse (either a binary 1 or binary 0) is present at a given time is relatively
simple compared with the task of determining whether a voltage is, for example,
48 V or 4.81 V or 4.79 V, and so forth. In crude terms, it is easier to “see electrically”
the presence or absence of a pulse than to discern the precise value of an analog signal
in the presence of noise induced along the transmission path.

In addition, the techniques of coding, which were discussed in the last section,
have been developed only for digital signals.This means that in order to take advantage
of the error-detection and error-correction capabilities of these codes, it is essential
to convert all the data signals of interest to digital form.

The third major reason for the widespread use of digital representations centers on
the data processing capabilities of the digital computer. After all, the digital computer,
by its nature, manipulates data only in digital form. Therefore, an A/D conversion
must be made if one wants to carry out signal processing using digital computers.
One example should suffice to illustrate the attractiveness of digital computers for
many types of signal analysis.

In statistical studies it is often necessary to evaluate expressions of the form

y(t)y(t − τ)

where y(t) is some physical signal of interest, the overscore indicates a time average,
and τ is a time delay. Such so-called correlation functions are important in analyzing
the statistical properties of physical signals. It is necessary that the time average
be calculated for different values of the time delay. In some cases such correlation
functions are evaluated between two different physical signals, that is,

x(t)y(t − τ)
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In order to carry out the evaluation of the time average in analog form, it is
necessary to take the signal y(t) and delay it by the quantity τ. How can this be ac-
complished for a typical electromagnetic signal? The most obvious and direct method
is physically to delay the signal by propagating it over a sufficiently long path. Sup-
pose, for concreteness, that a time delay of 1 s was required in some application.
Since electromagnetic signals travel with the velocity of light, a time delay of 1 s
can be obtained only by using a signal path which is 300 million m in length (a
distance not easily available in the normal laboratory!). Even a time delay of 1 μs
requires a rather cumbersome 300 m. The reason for this difficulty is the high veloc-
ity with which electromagnetic waves travel. There are two basic ways out of this
dilemma.

The first involves converting the analog signal of interest, y(t), to an equiva-
lent digital form. The digital values of the signal are then stored in a large computer
memory, with a value for each discrete time stored in a different memory location.
Once this storage has been completed, the computer can be programmed to carry
out the appropriate time averaging. For example, it could “fetch” y(0) and y(1),
multiply these two numbers together, and continue this “fetching” and multiplying
process until the time average had been calculated. What we have done is to replace a
very long delay line with a computer. Complicated data processing is frequently easily
performed on desktop personal computers. In order to take advantage of the computer
a signal conversion from analog to digital form must be carried out. Although we can-
not go into other applications, it must be mentioned that the calculation of correlation
functions is only one of the useful processing steps which can be accomplished using
digital representations of signals and a computer.

Sample Rates and Aliasing

In performing an A/D conversion, one must sample the waveform at some periodic
rate. The faster the sampling rate, the more closely the analog waveform may be
described. If the sampling rate is too low, substantial errors may be experienced.
Consider a simple periodic voltage signal expressed by

E(t) = A sin (2πft + φ)

where f is the frequency in hertz and φ is the phase shift. Suppose that this signal
is sampled in time increments of δt over one waveform such that there are N time
increments. At each integral sample the voltage would then be

E(nδt) = A sin (2πfnδt + φ) [14.5]

where n = 0, 1, 2, . . . , (N − 1). Because of the periodic waveform, it would be
possible to obtain the same amplitude at some different frequency, such that

sin (t) = sin (t + 2πa) [14.6]
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where a is an integer. Writing Eq. (14.5) in this form, we obtain

E(nδt) = A sin (2πfnδt + 2πa+ φ)

or E(nδt) = A sin

[
2πnδt

(
f + m

δt

)
+ φ

]
[14.7]

where, now, m = a/n, another integer. So, we obtain the same amplitude at frequen-
cies of f or f +m/δt. The latter frequency is called an alias frequency.

Aliasing may or may not be a problem. It may be alleviated by adhering to a
sampling theorem which stipulates that the sampling rate fs be at least twice the
highest frequency component of the analog signal. For mechanical systems the fre-
quency components of signals are relatively low (less than 100 kHz) so that electronic
sampling at twice the signal frequency is an easy matter.

An alternate method of avoiding aliasing is to filter the signal before sampling.
Suppose a complex signal is to be sampled which contains frequency components
as high as 30 kHz, but one is only interested in the components up to 10 kHz. A
filter could be installed to filter out components above 10 kHz (see Chap. 4) and then
sampling could take place at as low a rate as 20 kHz (twice the 10-kHz signal). If the
entire 30-kHz signal were preserved, sampling would have to take place at a rate of
at least 60 kHz to avoid aliasing.

The two principles which must be observed in the A/D sampling process follow:

1. Sampling must take place at a rate at least twice the highest frequency component
in the signal.

2. If the frequency content of the signal is unknown, frequencies above the largest
frequency of interest should be filtered out and the highest frequency of interest
must be less than half the sampling rate. This action is particularly important
when unknown higher harmonics may be present in the signal. For example, a
complex sound source may contain harmonics above 20 kHz, but for hearing
purposes people cannot hear above this frequency, so they may be filtered out
without the loss of significant information.

Digital-to-Analog (D/A) Converter

Figure 14.5 illustrates a schematic for an eight-bit digital-to-analog (D/A) converter.
An operational amplifier is connected to the resistance network to act as an inverting
summer or adder (see Sec. 4.9, Fig. 4.32h). A stable reference voltage Eref is applied
to the network and provision is made to switch the resistors into the amplifier. Note
that the resistors are progressively increased in value by factors of 2.

Switch 7 controls the most significant bit (MSB) because it presents the largest
voltage to the amplifier input. In contrast, switch zero represents the least significant
bit (LSB) because it presents the lowest voltage to the amplifier input. The switches
are integrated circuit devices which are activated by the incoming digital signal to
allow input to the operational amplifier.
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Figure 14.5 Eight-bit digital-to-analog converter.

The output voltage of the amplifier, Eo, is thus

Eo = −Eref Rf

(
1

R
+ 1

2R
+ · · · + 1

128R

)
[14.8]

The resistor Rf may be selected to produce the desired output voltage. To see how the
device operates, suppose we have an incoming eight-bit word 11000001. The sum of
the inverse resistances above would be(

1

R

)(
1+ 1

2
+ 0+ 0+ 0+ 0+ 0+ 1

128

)
=

(
1

R

)
(1.5078125)

The digital equivalent to the binary word is

27 + 26 + 0+ 0+ 0+ 0+ 0+ 20 = 193

which is also equal to

193 = 27× 1.5078125

Both the reference voltage and resistor Rf may be adjusted (designed) to produce
a desired output range for the device. Typical practical D/A devices produce output
full-scale readings of 0 to 10 V or ±5 V. Obviously, greater resolution may be ob-
tained by using a larger number of bits. Thirty-two-bit and sixty-four bit devices are
very common.

Analog-to-Digital (A/D) Converter

Two types of analog-to-digital (A/D) converters will be described: (1) the successive
approximation comparator type and (2) the dual-slope integrator type.
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Figure 14.6 Successive-approximation analog-to-digital converter.

A successive-approximation A/D converter is illustrated in Fig. 14.6 for an eight-
bit configuration. A stable reference voltage Eref is fed to the resistance and switch
network as in the D/A converter. The output of the network is fed to an operational
amplifier as before, but now the output from the op-amp is fed to a voltage comparator
which compares the signal with a given analog input. An integrated circuit switch
sequences through the resistor network beginning with the smallest resistor (MSB),
which produces the largest input to the op-amp. The output is compared with the
analog input signal—if it is too large, a zero is recorded, if it is too small, a unity
bit is recorded. The process is continued through to the least significant bit and the
sequence of 0s and 1s represent the value of the analog signal. This digital information
may then be placed in memory or manipulated for whatever purposes are desired.

The successive-approximation A/D converter has the advantage of rapid con-
version time on the order of 2 μs for an eight-bit device. Sixteen-bit devices have
conversion times on the order of 30 μs. This converter has the disadvantage that if
the input signal changes during the bit-by-bit process, an error will be experienced
in the final representation. To alleviate this difficulty, one may employ sample-hold
amplifiers (SHA) which quickly sample the input signal and hold it during the con-
version process. With SHA devices, scan rates exceeding 10 MHz may be achieved
in commercial applications.

A dual-slope integrator A/D converter is illustrated in Fig. 14.7. In this device
the incoming analog signal is digitized in time steps which increase by factors of 2
up to 2M , where M is the number of bits. The signals are then fed to an integrator
(Sec. 4.9, Fig. 4.32k) and operated for a predetermined time interval T . An accurate
reference voltage of opposite polarity is then impressed on the same integrator and
the time �t measured for the output of the integrator to return to zero. Because the
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Figure 14.7 Dual-slope integrator analog-to-digital converter. (a) Schematic;
(b) voltage integration.

resistor-capacitor components of the integrator are the same in both processes, the
input voltage Ei is related to the reference voltage Eref by

Ei = Eref

(
�t

T

)
[14.9]

Dual-slope converters have the advantages of high accuracy and the ability to
reject 60-Hz line frequency noise when the time period T is an even multiple of this
frequency. The conversion rates for dual-slope converters are slow, of the order of
30/s. This conversion rate is quite satisfactory, however, in applications which change
slowly with time, as in many thermal and fluid systems.

Resolution and Quantization

The resolution of the converters discussed above is expressed as the fraction of the
LSB to the largest number represented in terms of the full-scale voltage of the device.

Resolution = Q = EFS

2M
[14.10]
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where M is the number of bits. Thus, an eight-bit converter has a resolution of one
part in 256. The quantization of the device is defined as± 1

2 LSB. So, an eight-bit A/D
converter with an EFS of 10 V could detect a minimum signal of 10/256 = 0.0391 V.
If the device receives an input signal less than this value, it will indicate a value
of zero.

If an A/D converter receives an input signal greater than the full-scale EFS for
which it is designed, it will be incapable of indicating the correct value. In this case
we say that a saturation error results. In other words, once the full scale is reached,
all the bits are filled and the device cannot indicate a higher value. For an EFS = 10 V
an input signal of 12 V would be indicated as only 10 V, producing a rather substantial
error. To alleviate this difficulty, one employs input conditioning circuits to adjust the
range of voltage(s) presented to the converter.

The above discussion indicates, of course, that signal amplification may be neces-
sary in some applications. The eight-bit converter with EFS = 10 V mentioned above
would be totally unsuitable for thermocouple applications because its resolution is
only 39 mV, a value far above the output of most thermocouples.

In practice, both D/A and A/D converters are constructed on single integrated
circuit chips, and are available in a myriad of configurations for different applications.

When numbers are represented by the binary code of successive powers of 2,
it is said to be a straight binary code. An alternate scheme is to represent each digit
of a decimal number by a separate four-bit binary code. (Four bits are required to
represent the largest digit, 9.) This representation is called a binary coded decimal
(BCD) and is frequently used for data transmission. The four-bit digit codes are listed
below:

Digit Four-Bit Binary Code

0 0000
1 0001
2 0010
3 0011
4 0100
5 0101
6 0110
7 0111
8 1000
9 1001

The decimal number 84610 would thus have a BCD code of 1000 0100 0110.
To express both positive and negative numbers in binary form a convention is used

which employs the MSB as a sign indicator. Zero designates positive numbers and 1
designates negative numbers. This convention is termed a bipolar or complementary
code. Thus, −9 would be expressed as 11001 and +9 would be expressed as 01001
in this system.

In specifying the performance of instruments, manufacturers frequently will state
that the A/D converter is a 16-bit, bipolar, 15-bit resolution, indicating that one bit is
used for sign designation.
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Example 14.1 A/D CONVERTER FOR THERMOCOUPLE. A 12-bit A/D converter is to be employed
with a chromel-alumel thermocouple such that resolution of 1◦F is obtained at 100◦F. What is
the maximum full-scale voltage that may be accommodated for this application?

Solution

From Table 8.3 we have the following data for chromel-alumel thermocouples:

T (◦F) E(mV)

50 0.412
150 2.667

The sensitivity at 100◦F is therefore

S = (2.667− 0.412)

(150− 50)
= 0.02254 mV/◦F

Therefore, for the 1◦F resolution the A/D converter must have a resolution of 0.02254 mV; so,
we set

0.02254 mV = Q = EFS

212

and obtain

EFS = (0.02254)(212) = 92.324 mV

The maximum recommended temperature for this type of thermocouple is about 2500◦F, which
corresponds to an output of 54.8 mV (from Table 8.3). Thus, the 12-bit A/D converter with
EFS = 92 mV should provide a 1◦F resolution over the entire range of the thermocouple.
An instrumentation amplifier, of course, would most likely be employed before the signal is
presented to the A/D converter input. Input conditioning circuits to adapt to the thermocouple
characteristic may also be used.

Example 14.2 RESOLUTION OF A/D CONVERTER. For the thermocouple in Example 14.1, what
temperature resolution would be expected with a 16-bit A/D converter operating with a
full-scale voltage of 100 mV?

Solution

The resolution for this converter is

Q = EFS

216
= 100 mV

216
= 0.00153 mV

The thermocouple sensitivity was 0.002254 mV/◦F, so this resolution corresponds to

�T = 0.00153 mV

0.02254 mV/◦F
= 0.068◦F

Example 14.3 NUMBER OF BITS FOR SPECIFIED RESOLUTION. An A/D converter is to operate
with a full-scale voltage of 10 V. How many bits should be employed to obtain a resolution of
0.01 percent?
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Solution

We set the resolution equal to 0.01 percent of the full-scale voltage and obtain

Q

EFS
= 0.0001 = 1

2M

Solving for M, we obtain

M = ln(1/0.0001)

ln 2

= 13.29

which should be rounded up to 14 bits. For the 14-bit converter the resolution would be

Q

EFS
= 1

214
= 0.000061 = 0.0061%

14.6 Data Storage and Display

Data storage and data display do not always require different apparatus. The rela-
tively simple methods of data display often provide simultaneous storage. Examples
include the xy plotter, the strip-chart recorder, paper tape output from a calculator
or a computer, and even the recording of experimental data by pen in a notebook.
The data are both displayed and stored in all these cases. A storage oscilloscope also
provides a dual function because in such a device there is at least temporary storage
of the data for as long as the instrument is left on.

There are also devices which are intended to provide only a storage function.
Such storage media are most useful if the data stored are easily retrievable for display
or subsequent processing. As an example, let us consider the problem NASA has
in transmitting television pictures to earth from deep-space probes. Normally, the
images “seen” by the cameras are stored in digital form in memory devices on board
the craft. When a transmission is made to earth, the stored data are sent, bit by bit,
using appropriate coding techniques, to earth, where the received information is again
stored on magnetic devices. This information is digitally filtered to reduce the effects
of noise, and the resulting image is printed. In addition to magnetic tape, other forms
of more or less permanent storage are CDs, magnetic cores, magnetic disks, and
various kinds of semiconductor memories. Semiconductor memories are of both the
permanent and volatile type. Stored information in the latter type may be lost if the
power is removed.

Many technologies and associated devices compete for dominance in the display
area. We mention only two. The first is the light-emitting-diode (LED) technology, in
which semiconductor diodes which emit light under positive voltages are used as light
sources. These devices have the significant advantage of having no filaments or other
parts that can burn out; as a consequence, they have very impressive operating lives.
They do require significant amounts of power compared with other technologies and
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tend to “wash out” in bright ambient lighting. The power requirement is the reason
that digital watches with LED displays are not constantly on. The user must press a
button to cause a brief time display. If the displays were left on constantly, batteries
would last only a few days or weeks.

The second technology is based on liquid crystals. These are materials which
display different light-reflecting properties when voltages are applied to them. By
sandwiching a liquid crystal between two thin transparent metal electrodes, a display
can be easily fabricated. This display requires less power than a LED array, but since
it depends on light reflection, it is not easily visible in dimly lit surroundings and not
at all visible in the dark. Advances in portable computer and video display technology
offer a broad range of opportunities for use in instrumentation output devices.

14.7 The Program as a Substitute

for Wired Logic

The general data acquisition system which we have been discussing often serves
many functions. In addition to gathering, processing, storing, and displaying data, it
often is required to perform a control function. In the case of a nuclear power plant an
indication in the data acquisition system that a nuclear core temperature is exceeding
some operational limit will result in an automatic shutdown of the nuclear reaction.
The entire data acquisition and control system must be able to make logical judgments.
It is expected that this system will be backed up by human judgment as well, but for
maximum safety the electronic system itself must be capable of such decisions. How
is the control function fulfilled? A simple schematic answer is presented in Fig. 14.8.
This sketch shows the familiar elements of a transducer and the subsequent data
acquisition and display functions. In addition, there is a new element in which a
decision is made electronically. In this module the question, “Is the temperature T

Yes

No

Transducer
Data acquisition

and display
Nuclear

core

Operate
normally

Emergency
shutdown

Is
T > Tmax

?T

Figure 14.8 Program substitute for wired logic.
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greater than the safe operating temperature Tmax?” is electronically answered. If the
answer is “yes,” the system generates an electronic signal which begins an automatic
emergency shutdown of the nuclear reaction. If “no,” the system indicates that all is
well and allows the core to continue to operate.

In order to implement this logical decision-making process a single integrated
circuit called a Schmitt trigger may be used. The output-input characteristic of such a
device is shown in Fig. 14.9. The threshold voltage VT can be electrically controlled.
This voltage is set to be the voltage produced by the transducer in Fig. 14.8 when
the nuclear core temperature is equal to Tmax. As long as the actual temperature
is below this value, the voltage output of the Schmitt trigger will be zero. Once
the safe operating temperature limit is exceeded, the Schmitt trigger will have a
positive voltage at its output, and this voltage may be fed, through appropriate interface
circuitry, to the equipment which initiates the emergency shutdown procedure. This
example illustrates a segment of electrical engineering known as logic design, the
purpose of which is to develop circuits which can perform logical operations and
comparisons. Subsequent action, or the lack of it, depends on the outcome of these
logical operations. Although the example given above is analog in nature, circuit
designers have tended to concentrate in the area of digital logic circuits. Again, this
preference for digital rather than analog representations results from the higher noise
immunity of digital circuits. After all, in many industrial situations logic circuits must
operate in quite noisy electrical environments.

As an example of a reasonably simple logic design problem, let us consider the
task of preparing a circuit which will monitor a traffic control signal and generate
an error message when an illegal combination of lights appears. This signal could
be routed to maintenance headquarters to alert the staff to the existence of a traffic
signal problem. In the state in which this is being written legal light combinations
are red only, yellow only, green only, and red-yellow together. All others are illegal.
Figure 14.10 illustrates the solution to this problem in the form of a block diagram. It
should be noted that error messages occur whenever three or no lamps are lit as well
as when any two lamps other than red-yellow are lit. In any of these cases an error
signal must be generated as indicated in the diagram. The logical processing shown
in this problem can be carried out by means of digital logic circuits. To illustrate this
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briefly, imagine that we have available three electrical wires; the first of these will be
at a positive voltage if the red lamp is lit and 0 V if the red lamp is out, the second
line is tied to the yellow lamp, and the third is tied to the green lamp in analogous
fashion. In order to decide if all three lamps are on, a logical AND gate is used as
sketched in Fig. 14.11. This gate will produce a positive output voltage only if each of
the inputs is positive. In this case an output will occur only if all three of the lamps are
simultaneously lit. Since this is an error condition, this output signal could be used to
generate the necessary error message. In an analogous fashion, other gates are used
to check if any other error conditions exist. In addition to AND gates, there are other
classes of digital logic circuits, and, indeed, the designing of circuits containing these
decision-making gates is a separate area of study.

Our purpose in discussing this topic here is not to educate the reader thoroughly
in the area of logic design. This would be impossible in the space of one section
within one chapter of a text devoted to experimental methods. The salient point is
that logical decisions can be made by wiring together various gates and connecting
them in the appropriate way to the input and output circuits. Such systems are called
hard-wired logic arrays. In order to change the function of a given logic system it
is necessary physically to rearrange and reconnect the gates. In situations in which
many different logical functions must be performed this leads to a great proliferation
in the types of logic arrays which are manufactured. Microprocessors now provide
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14.9 Glossary 633

universal logic circuits that may be programmed to perform needed logic functions
for a particular application [2].

Microprocessors which are available today are in the form of one circuit con-
taining many leads. Some of these leads provide interconnection to the required dc
power supplies and ground, while others serve as interfaces over which data can be
fed into the system and results fed out of the system. An external digital clock must
also be connected to the unit to provide the timing necessary for the step-by-step dig-
ital processing. The chip itself contains a memory in which data and a user-generated
program may be stored. In addition, the microprocessor has available a set of registers
in which arithmetic operations may be performed.

Within limits set by the available instructions, the size of the memory, the in-
terface circuits, and the cleverness of the designer, the microprocessor is a universal
logic circuit. It may be programmed to perform a particular desired set of logical
procedures. Rather than having to manufacture a wide array of custom-designed cir-
cuits, the semiconductor manufacturers are free to concentrate on producing only one
microprocessor design.

14.8 Summary

This chapter began by considering the entire data acquisition, conditioning, transmit-
ting, storage, and display process. We developed some additional concepts in the areas
of filtering and signal conditioning and surveyed some of the technologies available
to carry out signal processing in digital form.

Because of the rapid advances made in digital data acquisition systems, the exper-
imentalist will be well advised to consult manufacturers’ catalogs and representatives
for the latest information. To aid in understanding these materials, we give here a
brief glossary of terms used to describe such systems. Although some of these terms
have been mentioned before, it is convenient to assemble them in one place.

14.9 Glossary

A/D orADC This term refers to analog-to-digital converters discussed previously.

ASCII This is the abbreviation for American Standard Code for Information Inter-
change which sets standard binary codes for various symbols to be used for transmis-
sion of data.

asynchronous communication In this mode of communication data are sent when
ready, in contrast to being sent on the basis of a predetermined signal from a time
clock.

baud This term is used to designate data transmission speed in bits per second (BPS).

buffer When input and output (I/O) operations operate at different speeds, a buffer
is used which stores the data until they are ready for use or transmission.
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bus This term refers to the parallel lines which are used to transfer signals between
components.

byte This term refers to a character in binary; equal to eight bits.

CPU This abbreviation designates the central processing unit of the acquisition sys-
tem or the computer.

DMA This term designates direct memory access which means the data may be stored
directly in the memory of the computer, such as an IBM PC. This is a high-speed
storage mode because the data do not have to go through intermediate transmission
and/or storage operations. With DMA, manipulation of the data may begin immedi-
ately in accordance with the software supplied.
EPROM This abbreviation designates erasable programmable read only memory.

handshake This term refers to an organized interface procedure which enables or-
derly transfer of data and data-status information on a predetermined basis. This type
of transmission is in contrast to the asynchronous mode.

IEEE standard 488–1981 This term refers to the Institute for Electrical and Elec-
tronic Engineers interface bus which is also called a general-purpose interface bus
(GPIB) or the Hewlett-Packard interface bus (HP-IB). This standard bus allows bi-
directional transmission of 8 eight-bit data lines as well as eight bidirectional control
lines. Many instrument manufacturers use this standard to ensure compatibility, but
not all.

LLEM This is a low-level expansion multiplexer. See multiplexer (analog) below.

multiplexer (analog) The analog multiplexer allows multiple analog signals to be
fed to a single input port. It is analogous to a single-pole, multithrow, mechanical,
electrical switch.

parallel transmission This term means that all data bits are sent simultaneously.
The mode is typically used for communications between computers and printers.
Contrasted to serial transmission.
resolution This term refers to the number of bits used to quantize an input signal:

8 bit = 28 = 1 part in 256

12 bit = 212 = 1 part in 4096

16 bit = 216 = 1 part in 65,536

32 bit = 232 = 1 part in 4,294,967,296

RS-232 standard This is a serial transmission interface standard which may be used
to communicate over telephone lines between data terminal equipment (DTE) and
data communication equipment (DCE). The standard involves up to 25 lines, but
many are never used.

RS-232 to IEEE 488 controller This is a controller which converts the RS-232
output of a computer into a GPIB.

serial transmission This term refers to the transmission of data one bit at a time as
with the RS-232 standard.

In summary, the choices for data acquisition systems are almost endless and are
limited only by cost.
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14.10 Review Questions

14.1. What are the major elements of a data acquisition and processing system?

14.2. In what kinds of situations would data transmission be necessary?

14.3. What are the differences between active and passive filters?

14.4. What are the functions of a lowpass active filter?

14.5. Why are digital representations of signals preferred for data transmission?

14.6. Why does coaxial cable exhibit higher noise immunity than signal propagation
through free space?

14.7. What is coding?

14.8. What is the function of a microprocessor?

14.9. What is meant by “aliasing”? How may it be alleviated?

14.10. How is resolution for an A/D converter defined?

14.11. What is meant by “saturation error”?

14.12. Distinguish between successive approximation and dual-slope A/D convert-
ers. Which type provides for more rapid sampling rates?

14.13. How is bipolar (+ or−) coding performed with binary number representation?

14.14. What is meant by BCD?

14.11 Problems

14.1. Find the ratio of Vo to Vi for the following circuit, where

vo = Voe
jwt v = Vie

jwt

1 F

1 �

1 � K � 1 �

A �o

�i

�

�

Figure Problem 14.1

14.2. At what frequency ω0 will the ratio of output to input (Vo/Vi) in the above
circuit be 50 percent of the low-frequency (ω → 0) value?

14.3. Determine Vo/Vi for the following circuit.
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Figure Problem 14.2

14.4. Express the following decimal numbers in binary form: 932, 10721, 36, 9.

14.5. Express the following decimal numbers in BCD form: 932, 10721, 36, 9.

14.6. An iron-constantan thermocouple (Table 8.3) is to be used to measure tem-
peratures from 32 to 250◦F. A suitable instrumentation amplifier is employed
to provide an input to an eight-bit A/D converter ranging from 0 to 10 V
full scale. What temperature increment resolution will be obtained and what
amplifier gain is required?

14.7. Using the concepts of decibels defined in Eq. (4.51), express the resolution for
8-, 12-, and 16-bit A/D converters as decibels below full-scale voltage.

14.8. How many bits are required to achieve a resolution of 0.001 percent of full
scale?

14.9. How many bits are required to represent a decimal number of 1015?

14.10. An A/D converter is to be designed for a special instrument that will accom-
modate type N thermocouples (see Table 8.3a) operating over the range of 0
to 1000◦C. A resolution of 0.5◦C at 25◦C is desired. Determine the number of
bits required and the maximum voltage operating range.

14.11. If the A/D converter designed in Prob. 14.10 is employed with a type S ther-
mocouple (see Table 8.3a), what will be the resulting temperature resolution?

14.12. A 16-bit A/D converter is used with the thermocouples in Probs. 14.10 and
14.11 as well as a type E thermocouple over the temperature range of 0 to
1000◦C. What will be the temperature resolution for each couple at 25◦C for
a full-scale voltage matching the maximum need?

14.13. Repeat Prob. 14.10 for a resolution of 0.05◦C at 25◦C.

14.14. The voltage output of a certain device has a dynamic range of 50 dB with
a maximum voltage of 100 mV. Determine the number of bits for an A/D
converter to ensure a resolution of ±0.1 dB at the 0-dB condition.

14.15. Repeat Prob. 14.14 for a dynamic range of 80 dB.

14.16. A set of standard loudness curves is shown in Fig. 11.12. For the 20-phon,
level an A/D converter is to be designed to provide a resolution of ±1 dB at
the minimum SPL condition while also providing a voltage output of 1.0 V
at the 80-dB sound pressure level condition. Determine the number of bits
necessary for this converter.
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14.17. An A/D converter is to be designed to accommodate sound sources resembling
the A curve of Fig. 11.15. What number of bits would be required to provide
a resolution of ±0.5 dB at a frequency of 30 Hz and a voltage output of 1.0 V
at the maximum point of the curve?

14.18. An A/D converter is to be supplied for an experimental transducer that has a
dynamic range of 45 dB and a maximum voltage of 90 mV. Determine the
number of bits for the converter to ensure a resolution of ±0.2 dB at the 0 dB
condition.

14.19. A 20-bit A/D converter is employed with the thermocouple in Problem 14.10
over the temperature range of 0 to 800◦C. What will be the temperature reso-
lution at 25◦C for a full-scale voltage matching the temperature requirements?

14.20. For the 40 phon sound level shown in Fig. 11.12 an A/D converter is to be
provided to assure a resolution of±1 dB at the minimum SPL condition while
also providing a voltage output of 0.4 V at the 80-dB SPL condition. Specify
the number of bits required for the converter.

14.21. Repeat Prob. 14.10 for a resolution of 0.1◦C at 25◦C.
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c h a p t e r

15
Report Writing and Presentations

15.1 Introduction

Previous chapters have discussed a large variety of instruments and techniques for
obtaining and analyzing experimental data.At some point the experimentalist will find
it necessary to prepare a written report describing an experimental program and may
also need to make a verbal presentation to supervisory personnel or other interested
parties. The purpose of this chapter is to furnish some guidelines for assembling such
reports and presentations.

First, we will give some general comments on style and overall philosophy of
reports. Next, we will discuss the types of reports a person may be called upon to
write, followed by a discussion of the different elements of a report. Most engineering
reports require some graphical displays, so a section on this subject is in order. Reports
are processed in different ways, from simple typed statements to elaborate typeset
productions.Abrief section on this subjectmay aid the reader in the report construction
phase.

Next, a section on oral presentations is given, with a discussion of audiovisual
aids. Finally, some guidelines are offered for conducting meetings, planning sessions,
and conferences—a source of a huge amount of wasted time for many engineers and
managers.

15.2 Some General Comments

Many books have been written on the subject of report writing, and the author has no
intention of competing with these works. The importance of good report writing and
data presentation cannot be overemphasized. No matter how good an experiment or
how brilliant a discovery, it is worthless unless the information is communicated to
other people.

Very good advice for those engaged in writing or speaking activities is contained
in the aphorism:

638
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15.2 Some General Comments 639

A man who uses a great many words to express his meaning is like a bad marksman
who instead of aiming a single stone at an object takes up a handful and throws at it
in hopes he may hit.—Samuel Johnson

Another cogent expression in the same vein is ascribed to Abraham Lincoln:

I must apologize for this long letter, but I didn’t have time to write a short one.

In other words, say what you have to say and then shut up! Be succinct but not
laconic. When graphs or tables will present the idea clearly, use them, but do not
also include a wordy explanation which tells the reader what can be plainly seen by
careful inspection of the graph.

Third-person present tense is generally accepted as the most formal grammatical
style for technical reports, and it is seldom incorrect to use such a style. In some
instances first person may be used to emphasize a point or to stress the fact that a
statement is primarily the opinion of the writer. The usual scientific writing style is
also in the passive mode. Examples of the two styles are:

Third person. Equation (5) is recommended for the final correlation in accordance
with the limitations of the data as discussed above.

First person. We (I) recommended Eq. (5) for the final correlation in accordance with
the limitations of the data presented in our discussion above.

In the first-person statement the writer is making the recommendation on a much
more personal basis than in the third-person statement. The selection of the proper
statement is a matter of idiom, which depends on many factors, including considera-
tion of the person(s) who will read the report. For a formal paper in a scientific journal
the third-person statement might be preferable, whereas the first-person usage might
be desirable in an engineering report to an individual.

Engineers could learn a few lessons from politicians and business executives.
Have you ever noticed the difference in writing style in the annual reports of corpo-
rations? If the earnings situation is good, the point is brought forth very quickly and
very clearly. Wordiness is avoided in the presentation of good points so that the reader
will not miss them. When the profit statement is poor, the discussion becomes more
circumlocutious and clear graphical or tabular presentations are seldom employed.
The point is that a writer should make sure that the strong points of a report are not
buried in excess words. The degree to which weak points are submerged depends on
the audience for which the report is intended and the circumstances under which the
report is written.

The above comments should not be misconstrued. The engineer should not bury
bad data in a presentation in hopes that no one will notice! On the other hand, one
should recognize that some engineering reports are written for lay persons, and it is
extremely important for the presentation not to give conflicting or confusing results
which may be misinterpreted. Of course, a paper for publication in the technical
or scientific literature should be completely objective. The purpose of these brief
paragraphs has been to illustrate the fact that engineers may, in some circumstances,
find it necessary to do a bit of selling in their writing. Such writing requires a great
amount of skill and experience in order to be effective.
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Be specific if you have something to be specific about. Consider the following
two statements:

1. An analysis of the experimental data showed that the average deviation from
the theoretical values was less than 1 percent. Uncertainties in the primary data
were shown to account for a deviation of 0.5 percent. In view of this excellent
agreement between Eq. (42) and the experimental data this relation is believed to
be an adequate representation of the physical phenomena and is recommended
for calculation purposes.

2. The experimental data are in good agreement with the theoretical development.
In view of this favorable comparison the assumptions pertaining to the derivation
are verified.

Note the difference between the two statements. The first statement is quite spe-
cific and leaves the readerwith a feeling of confidence in the experimental data and the-
oretical analysis. Upon examining the second statement, the reader will immediately
ask: How good is “good”; how favorable is “favorable”? The author has seen such
statements applied to experimental data that differed from theoretical values by such
a large factor that the veracity of the writer might be questioned by a careful reader.

A brief, general procedure for report writing might take the following form:

1. Make a written outline of the report with as much detail as possible.

2. Let the outline “cool” for a period of time while you direct your thoughts to other
matters.

3. Go back to the outline and make whatever changes you feel are necessary.

4. Write the report in rough draft form as quickly as possible.

5. Let the report cool for a period of time, preferably a week or so.

6. Go back and make corrections on your draft. You will probably find that you
did not say things quite the way you would like to, did not include as much
information as you wanted to, or made several stupid mistakes in some of the
data analysis.

Use a hard-copy, expanded-line printout for this proofreading stage. Except
for the automated spell-check and grammar-check, most persons will find that a
report is easier to edit on a printed page than on a computer screen.

7. If possible, have a colleague scrutinize the report carefully. This person should
be one whose competence you respect.

8. Consider your colleague’s comments very carefully, and rewrite the report in its
final form.

9. During the outline and preliminary writing process be careful to set units and
symbols for equations and labels for graphical displays in accordance with the
guidelines given in later sections in this chapter.

Once a draft of the report is available, corrections must be made; Table 15.1
shows the accepted nomenclature for proofreader’s marks. It is a good idea to get in
the habit of using these standard marks.
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Table 15.1 Standard proofreader’s marks

Of course, the objective of a report is to communicate the ideas and infor-
mation gained in the experimental work. The care and skill with which the dis-
cussion and conclusions are drawn will determine the overall success of the
report.

The above remarks on report writing can be considered as general ones which
may be applicable to the broad range of reports, papers, or monographs the engineer
will be called upon to write. A carefully constructed outline, of course, is always the
best starting point and will help the writer to make sure that all pertinent information
is included.

15.3 Types of Reports

Informal Reports

Informal reports usually follow a letter or interoffice memo format and are brief and
to the point. Two examples are given below.
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MEMO FORMAT
TO: J. J. Brown
FROM: B. R. Smith
DATE:
SUBJECT: Test of TV Satellite Uplink Quality

In accordance with your request of , we conducted tests with the TV satellite
uplink on . Signals were monitored and videotaped at locations in Boulder, Colorado;
Andover, Massachusetts; and Dayton, Ohio. All three sites reported satisfactory video quality
at transmission levels below 125 watts. This value is well below the maximum power level of
300 watts for the uplink. Difficulties were experienced with the audio signal caused by 60-Hz
interference from the on-desk monitor. The interference was eliminated by better location of
the desk microphone or using an alternate lapel mike.

The three receiving sites are returning videotapes of all the tests to my office where they
will be available for your inspection. Based on our verbal communications with the sites, we
believe that the entire uplink operation is now delivering satisfactory video and audio signals.

LETTER FORMAT
Mr. J. R. Marshall
Acme Development Corp.
501 Main Street
Dallas, Texas 75201

Dear Mr. Marshall:
Following our meeting of we conducted preliminary tests of the HVAC systems

in your two-story building at 10123 North Road. The purpose of these tests was to determine
if the main unit was performing in accordance with specifications. We made the following
measurements:

1. Dry-bulb and wet-bulb temperatures for all inlet and exit airstreams of the main unit

2. Air velocities for these airstreams

3. Leakage from the outside air damper

4. Power consumption of the main unit

Calculations based on these measurements indicate that the main unit is capable of achiev-
ing its rated cooling capacity; however, measurements on the outside air damper indicate a
leakage of 15 percent when the damper is fully closed. This leakage places an additional load
on the cooling unit so that some deterioration in performance is experienced in very hot and
humid weather.

We recommend that the outside air damper be replaced; therafter, wewould expect entirely
satisfactory operation of the system.

Please let us know if we can be of further service.

Sincerely,
R. W. Smith, P.E.

Consulting Engineer
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Formal Reports

Formal reports are usually organized to include several of the elements described in
the following section. Lengths obviously vary with the complexity of the report. The
format for the report may be specified by the person or organization to receive the
document without much discretion on the part of the writer.

Papers and Journal Articles

Papers and journal articles written for the professional engineering or scientific com-
munity may certainly be classified as “formal” reports. In many cases the journal or
literature of the sponsoring organization will include a section entitled “Information
for Authors” which specifies the format to be followed. The writer should pay close
attention to such information because nonadherence to the required format may result
in rejection of the paper even if it is judged by the referees to have good technicalmerit.

Tutorial Reports

A tutorial report may also be classified as “formal,” but—in contrast to papers or
journal articles—it is not directed at a knowledgeable professional in the field. The
purpose of the tutorial report is to teach someone who is not well informed in the
subject matter. For example, a manufacturer of flowmeters might ask a member of
its engineering staff to prepare a report which describes how the flowmeters work,
the difficulties to be encountered in installation, proper selection techniques, and
accuracies which may be expected. Such a report would probably be issued as a
company brochure directed at possible users of the product. The report must be factual
and helpful to the reader, but it does not convey “new” information as would a paper
or a journal article.

Books and Monographs

We mention books and monographs mainly for the sake of completeness. Obviously,
some large reports are long enough to be called “books,” and, indeed, some are
eventually published as books. Book publishers frequently have their own standards
for format and style.

15.4 Contents of a Report

We have mentioned that a good outline is always the starting point for a good report.
To aid in this outline construction, we now give a brief discussion of different report
elements. Not all these elements will be included in every report, and the writer must
choose those appropriate to the audience.
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Front Matter

Frontmatter includes the title page,with author affiliation(s), sponsor of report activity
(if any), table of contents, list of nomenclature, list of figures, preface (if any), and a
letter of transmittal if required.

In many cases the letter of transmittal will be a simple interoffice memo for the
company. For a major report to a project sponsor the letter may be more elaborate.

A variety of schemes are used for organizing the table of contents. Many authors
like to number every paragraph, thereby creating many subheadings. A technical
paper for a journal would use no numbered headings and would not include a table of
contents. Most book publishers do not use more than one subheading in each chapter;
that is, Chap. 6 might have Sects. 6.1, 6.2, 6.3, etc., but not 6.1.1, 6.1.2, and so on.

Nomenclature lists are normally required for both journal articles and compre-
hensive technical reports. They may not be necessary in brief reports for a limited
audience.

Common practice is to list terms or variables in alphabetical order, followed by
Greek or foreign symbols in order, and then followed by subscripts and superscripts.
The units of all terms should be given with the nomenclature list. If more than one set
of units may be used, as with English and SI, both should be stated. Standard abbre-
viations should be employed for stating the units. Some examples of nomenclature
listings are as follows:

a Local velocity of sound, m/s or ft/s
Ac Flow cross-sectional area, m2 or ft2

k Thermal conductivity, W/m · ◦C or Btu/h · ft · ◦F
Re = ρud/μ Reynolds number, dimensionless
μ Dynamic viscosity, kg/m · s or lbm/h · ft
ρ Density, kg/m3 or lbm/ft3

Subscripts

i Inside
o Outside
∞ Free-stream conditions

When using built-up units, as with thermal conductivity k above, several choices
of style are available, such as:

1.
Btu

(h)(ft)(◦F)

2. Btu/(h)(ft)(◦F)

3. Btu/h · ft · ◦F
4. Btu/h-ft-◦F
5. Btu/h/ft/◦F

The first four styles all mean the same thing. Styles 1 and 2 are more work for the
typist, style 4 is easiest for the typist, while style 3 may be more common in typeset
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publications. Style 5 does appear from time to time, but the multiple slash marks can
be confused for multiple divisions unless the reader knows the subject. In general,
style 5 should be avoided. Inclusion of units in the nomenclature list is very important.
Areader who is unfamiliar with the terms will find the absence of units very annoying.

Lists of tables and figures are frequently included in large reports but are never
used in papers for journal publication. Inclusion of a preface is optional in reports: it
is normally used only in monographs (books).

Abstracts

Someone stated an old rule for army methods of communication: Tell them what
you are going to tell them; tell them; and then tell them what you told them. The
abstract should attempt to accomplish the first objective in a very short, succinct
format, without mathematical formulations. It should tell what was done, and the
conclusions which resulted from the work. Keep in mind that there are many people
who will read only the abstract of a report because of heavy demands on their time.
This is especially true of managers who must review a large number of reports on a
broad range of subjects. Awell-written abstract becomes particularly useful for those
people, and may arouse their interest in examining the report in more detail.

Some writers may choose to use the terms “summary” or “executive summary”
instead of abstract, but the purpose of the section is the same.

Introduction

In some reports the introduction will take the place of a preface. In a very extensive
report or book, both a preface and an introduction may be employed, while in brief
reports neither may be used. The purpose of the introduction is to lay the groundwork
for the more detailed discussions in the body of the report. Sometimes a review of
previous work is given in the introduction.

Sometimes the introduction section is used to state clearly the motivation for
performing the work, i.e., to define the problem.

Background and Previous Work

A survey of the literature may be appropriate and can be included under this title. It
could also be included in an introduction.

This section can vary widely in length, depending on what one assumes for the
knowledge level of the intended reader. The length also depends on what the reader
needs to know in order to understand and appreciate the remainder of the report. It is
rather easy to go off the deep end in this section because with most technical subjects
there are great volumes of background and previous work. The writer would be wise
to keep this section focused so that it both acknowledges previous work and points
to the need for the current study.
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Because of space limitations, most technical papers and journal articles try to
minimize the length of this section.

Theoretical Presentation(s)

In some reports a large section will be devoted to development of theoretical infor-
mation applicable to the subject. This section enables the reader to understand the
implications of the experimental work and aids in proper interpretation of the data.

Of course, some reports are strictly theoretical in nature, and thus this section
forms the main body for those reports. To encourage more efficient use of the reader’s
time, some writers may use this section as a vehicle to summarize theoretical presen-
tations and relegate long detailed derivations to appendices. In this way the reader
may get to the heart of the presentation more quickly while retaining the option of
examining details later.

In the theoretical presentation(s) one has the option of defining units for the
various terms as they are introduced or specifying the units only in the nomenclature
list. The latter practice is preferable for papers because it conserves space. For unusual
variables the units might be defined when they are introduced.

Display of mathematical formulas should follow standard practice in the field at
the discretion of thewriter. Inmany cases formulaswill be programmedwith variables
for computer use. For these cases the standard for the particular computer language
should be followed.

Presentation of Equations

The technical writer has several choices of format for presentation of equations.When
the equations are intended for direct input to a computer, one may wish to write the
equation in computer format. The following compound interest formula

S = (1+ I)N − 1

I
[15.1]

could thus be written as a computer statement

S = ((1+ I)N − 1)/I [15.2]

but this would be awkward to read in a text. Equation (15.1) could also be written as

S = ((1+ I)N − 1)/I [15.3]

or S = [(1+ I)N − 1]/I [15.4]

where Eq. (15.3) uses sequential parentheses (( )), while Eq. (15.4) uses both brackets
and parentheses. For text purposes Eqs. (15.3) and (15.4) are usually preferable to
Eq. (15.2). Equation (15.3) is easier for the typist. The general rule is to move outward
from parentheses to brackets to { } signs. So, if Eq. (15.4) were to be multiplied by
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some factor P, the expression might appear as

S = P{[(1+ I)N − 1]/I}
If more than the ( ), [ ], or { } notations are required, it is usually best to define some
new variables. A multiplication sign (×) may or may not be used after the P.

We say that Eq. (15.1) uses a built-up process for presentation of division and that
Eq. (15.3) uses a shilling fraction form (/) for division. For complex equations both
techniques are usually employed. For example, the following equation from Chap. 2
uses both built-up and shilling fractional forms:

x = (F0/k) cos (ω1t − φ)

{[1− (ω1/ωn)2]2 + [2(c/cc)(ω1/ωn)]2}1/2 [15.5]

If the built-up form were used for the denominator, the equation would appear as

x =

(
F0

k

)
cos (ω1t − φ)

{[
1−

(
ω1

ωn

)2]2

+
[
2

(
c

cc

)(
ω1

ωn

)]2}1/2 [15.6]

Either form is correct, but Eq. (15.5) is easier to type and appears less clumsy. On the
other hand, the following radiation heat-transfer formula presented in built-up form

q = A1
(
T 4

1 − T 4
2

)
A1 + A2 − 2A1F12

A2 − A1(F12)2
+

(
1

ε1
− 1

)
+ A1

A2

(
1

ε2
− 1

)

would look awkward in fractional form. The writer must exert discretion in these
matters.

Experimental Apparatus and Procedure

Sufficient informationmust be supplied on the apparatus and experimental procedures
for the reader to understand what was done. If the report is concerned with research
and new knowledge, a rather detailed discussion of the apparatus may be necessary.
If test results are being reported in accordance with standard procedures (ASME,
ASTM, etc.), then the appropriate procedures can be cited without furnishing details
in the report. Any deviations from the standard procedures should be noted.

Great variations in length of this section can be used. An extensive report might
include all details of the apparatus and instrumentation, while a technical paper or
journal article would give only a brief summary.

Results of Experiments

One normally will include a separate section in the report to give results of the
experiments in a form which is consistent with the needs of the intended audience.
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Clear tabular and graphical presentations should be used as much as possible to
conserve words in the report. Of course, some verbal discussions of the graphs and
tables must be given, but such discussion should focus the reader’s attention on
salient features of the data, not just recite numbers or parameters which are obvious
upon inspection. In other words, the written and graphical presentations should be
complementary so the reader’s time is conserved.

Section 15.5 on graphical presentations gives suggestions for good practice.

Interpretation of Results

Once the experimental results have been presented in a clear form, the author has a
responsibility to interpret the results in the light of the theoretical presentation and
the work of others in the same general subject area. In this section the background,
theoretical presentation, and experimental results are all brought together to lead the
reader to the conclusions of the study.

Of course, there are many instances where one is concerned only with the
presentation of results and no interpretation is required. For instance, a calibration test
for a thermocouple calls only for a calibration curve, table, or polynomial relation.
The results speak for themselves.

Conclusions and Recommendations

By the time the reader has reached this section most of the conclusions of the work
should already have been drawn. The object of the conclusion section is to collect all
the important results and interpretations in clear summary form. This is the section
which tells the reader what was covered in the body of the report. There will be many
readers who will read only the abstract or conclusion sections of a report, so it is
especially important that they be carefully written.

Some writers like to include recommendations for action or further study in this
section. A typical action statement might be:

Calibration of the model 802 flowmeter has now been completed and production
runs may begin immediately.

A further-study recommendation could be:

The calibration procedure for the model 802 flowmeter has now been established and
reliable data obtained for the temperature range of 50 to 100◦F. It is recommended that
further data be obtained up to a temperature of 300◦F. Once these data are obtained,
production runs may begin.

Acknowledgments

Many people may contribute to a project who are not listed as formal authors of the
report.An acknowledgment section may be used to recognize these contributions. For
technical papers it is normally placed after the conclusions section, while for other
reports it may appear as a part of front matter.
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Appendix Materials

Wide latitude is available to the writer in the types of material which may be placed in
appendices. Of course, the writer may choose to have no appendix at all and include
all information in the body of the report. Otherwise one or more of the following
might appear in the appendix:

1. Detailed mathematical derivations which are summarized in the body of the
report, as described under “Theoretical Presentation(s)” above

2. Tabulations of raw experimental data which are summarized or correlated in the
body of the report

3. Calibration information for instruments or sensors employed in the experiments

4. Uncertainty analysis of the experiments, the results of which may be stated or
summarized in the body of the report

5. Tabulations or graphs of material properties used in the report

6. In some cases calculation charts or materials obtained from other sources

7. Detailed computer programs used in the work, which may be referenced in the
report

We can see that the general purpose of the appendix is to remove detailed clutter
from the body of the report so that the reader may appreciate the work and conclusions
in a shorter period of time. For those interested, the details are still available for study.
Most technical papers and journal articles do not have much appendix material (if any
at all) because the very object of these papers is to present just the essence of the work.

References and Bibliographies

Most technical reports require references to the work of others. References should be
cited when a work was used in writing the report. For example, the statement:

Cheesewright [1] discusses turbulent natural convection . . .

with a citation:

1. Cheesewright, R.: Turbulent Natural Convection from a Vertical Plane Surface,
J. Heat Trans., vol. 90, p. 1, 1968.

is a valid reference citation. On the other hand, a standard textbook on heat transfer
might have general information on free convection and yet not be employed as a
specific reference for the report. It is common practice to list such sources under the
title of “Bibliography.” Normally, only extensive works like textbooks or monographs
have separate bibliographies. Because of the extra space consumed, bibliographies
are almost never used in papers for journal publication.
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Citation Formats

The citation listing shown above, with a numbering of the references, is an accept-
able format. For technical papers the numbering of the references should usually
be in the order in which they are cited in the body of the paper. For a report, this
sequence may also be desirable but is not required. The advantage of this citation for-
mat is that it conserves space if the writer chooses to leave off the author’s name(s)
in the citation, particularly so when citing multiple references. As an example, the
citation

Turbulence effects are described in Refs. [1, 3, 5] . . .

saves considerable space by leaving out several author names. A second advantage
of this style of reference citation is the quick visual access afforded the reader by a
numerical listing.

Some latitude is available in themanner of literature citation.The above reference
could be listed without its title, i.e.,

1. Cheesewright, R.: J. Heat Trans., vol. 90, p. 1, 1968.

Although such citations may be accepted by various journals, and do conserve space,
they should be avoided whenever possible because the absence of the article title is
very annoying to a reader. The object of a report is to communicate. A procedure
which impedes communication is to be shunned.

An alternate citation technique is to list references in alphabetical order of the
first author, then second author, and then year. No specific reference number is given
and citation in the body of the report refers to the year of publication. When the same
author has more than one citation in one year, the year is followed by a, b, c, and
so on. For one or two authors both names are cited; for more than two authors only
the first author followed by “et al.” is cited. The following examples illustrate this
technique.

1. Lee, Y., Korpela, S. A., and Horne, R. N., 1982, “Structure of Multi-Cellular
Natural Convection in a Tall Vertical Annulus,” Proceedings, 7th International
Heat Transfer Conference, U. Grigull et al., eds., Hemisphere Publishing Corp.,
Washington, D.C., vol. 2, pp. 221–226.

2. Kwon, O. K., and Pletcher, R. H., 1981, “Prediction of the Incompressible Flow
Over a Rearward-Facing Step,” Technical Report HTL-26, CFD-7, Iowa State
Univ., Ames, Iowa.

3. Sparrow, E. M., 1980a, “Fluid-to-Fluid Conjugate Heat Transfer for a Vertical
Pipe-Internal Forced Convection and External Natural Convection,” ASME Jour-
nal of Heat Transfer, vol. 102, pp. 402–407.

4. Sparrow, E. M., 1980b, “Forced-Convection Heat Transfer in a Duct Having
Spanwise-Periodic Rectangular Protuberances,” Numerical Heat Transfer, vol. 3,
pp. 149–167.

The corresponding citations in the report would appear as:

1. Lee et al. (1982) discovered . . .

2. Kwon and Pletcher (1981) predicted . . .

hol29303_ch15_638-670.pdf   13hol29303_ch15_638-670.pdf   13 8/12/2011   3:25:15 PM8/12/2011   3:25:15 PM



15.5 Graphical Presentations 651

3. Sparrow (1980a) studied . . .

4. Sparrow (1980b) observed . . .

The format described above is required by several technical journals because their
editorial advisers consider it important that the author’s name be included in the body
of the paper along with each citation.

The reader will notice that some of the above citations list the journal title in
full (Journal of Heat Transfer) while only an abbreviation (J. Heat Trans.) is used in
others. Either is correct, but some journals and/or publishers follow their own standard
format.

15.5 Graphical Presentations

Most engineering reports include some formof graphical presentation: a simple plot of
rawdata, a statistical distributionof data, correlation of data, andperhaps a comparison
of experimental data with analytical predictions.

We have already noted in Sec. 3.17 that the majority of graphs are of the x-y plot
variety, and illustrated some of the different uses for this type of graphical display.
The x-y chart, and others, are part of the overall graphics assembly which may be
required for a good report. Some of the graphics are:

1. General curves or “trends”

2. Detailed plots of experimental data

3. Accurate graphs which are used for calculation purposes

4. Schematic diagrams

5. Scale diagrams for experimental apparatus

6. Graphs in a format to be used for presentation

Style

Regardless of the purpose of the graph, there are certain elements of good style which
should be common to all.

1. Label the graph. Make sure all coordinates are labeled consistently; i.e., don’t use
all uppercase on one coordinate and mixed upper- and lowercase on the other.

2. If numerical values of variables are graphed, make sure that each coordinate
has scale markings and that each label for a variable includes the units for that
variable. Try to maintain the same unit system for all variables; i.e., do not mix
English and SI units.

One must recognize that accepted practice in the field may dictate the use
of mixed units. It would not be unusual at all, e.g., to use mixed units in the
energy conservation field. For example, the energy-efficiency ratio (EER) for air
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conditioners is defined by

EER = cooling in Btu/h

power input in watts

When a coordinate is dimensionless, i.e., has no units in a consistent system; it
is not necessary to enter “dimensionless” on the axis or legend label. One may
expect that a reader familiar with the subject area will recognize dimensionless
parameterswhen they appear.When ambiguity or uncertaintymay arise regarding
the definition of a variable, that definition might be included on the chart. For
example, one could write either Re or Re = ρumd/μ as the Reynolds number
label for a chart concerned with flow in a circular channel.

3. Recognize that some graphs may be reduced in size later because of space lim-
itations. This is particularly true for those to be published in technical papers or
symposia volumes. If any reduction is anticipated, the size of the labels and unit
specifications on the graph must be increased so that they will be legible in their
eventual format. For graphs prepared on computers this will be an easy matter to
arrange.

Figure 15.1 illustrates some problems and solutions for a graphical presen-
tation. In (a) an exponential graph is presented with legends that are readable,
but just barely, in a reduced format for book or technical paper publication. Since
most technical paper graphics are produced directly from author’s copy, it is im-
portant that the author furnish graphics material that will not detract from the
overall readability of the paper. Figure (b) gives a more suitable display with
legends that are increased in size so they are easily readable when the figure is
reduced in size.

Even the legend sizes in (b) may not be satisfactory for an oral presentation
of the paper using visual-projection devices. Authors and presenters are notori-
ous for flashing graphical displays on a screen with legends so small that they
seem to vanish, or strain a person with exceptional visual acuity. This practice is
not only annoying, but obviously detracts from the information transfer process.
The solution is to use a still larger legend format as shown in Fig. 15.1c, which
would give a visual appearance less favorable than (b) insofar as the written
paper is concerned. You may be assured that the larger legends will be appreci-
ated by the audience attending the presentation. The actual graphic from which
the visual will be prepared is typically larger in physical size than that shown
in (c). A cropped section from a graphic about twice the size of (c) is shown in
(d), which looks out of balance on a sheet of paper but works fine for a visual
presentation.

Summarizing, Fig. 15.1a would do quite well if presented in an enlarged
size for a technical report, (b) is better for the reduced size of a technical paper,
and (c) is superior for visual presentations. The report writer-presenter should
realize that it may be desirable to prepare graphs in all three legend formats. With
computer graphics that is not a cumbersome task.
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Figure 15.1 Legend sizes for different purposes.

4. The purpose of graphs is to convey information. Sometimes this is best accom-
plished by plotting several curves on one graph; sometimes not. For example,
suppose that six pressure traverses are taken along the length of a wind tunnel for
six different flow rates. In this case it would probably be best to include all six
sets of data on one graph with each curve clearly labeled. A use of six separate
graphs would not communicate as well and would certainly consume more space.
On the other hand, suppose a heated plate is placed in the tunnel and heat-transfer
data are collected for the same six flow rates. It would not be prudent to present

hol29303_ch15_638-670.pdf   16hol29303_ch15_638-670.pdf   16 8/12/2011   3:25:15 PM8/12/2011   3:25:15 PM



654 C H A P T E R 15 • Report Writing and Presentations

Figure 15.2 Example of G and A chart.

these data on the same graph as the pressure data because the display would be
too cluttered. A second graph would be in order. There is no hard rule to apply
in these circumstances. Common sense usually works fine.

5. There is a class of presentations called G&A graphs (for Generals and Admirals).
They are usually broad-brush and never loaded with a lot of data points or compli-
cated mathematical expressions. The purpose of these graphs is to present general
trends without precise data points, and they are normally employed for readers
or viewers who are not very familiar with the subject. A sample of a G&A chart
is given in Fig. 15.2. Note that the legends are displayed in larger type fonts and
terms are defined without mathematical symbols.

6. Careful thought should be given to the selection of coordinates for a graph. Even
with plots of raw data one may wish to choose a logarithmic plot over a linear
system if an exponential or power variation of the data is expected. The reader
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will find that a review of Sec. 3.17 and Examples 3.29 through 3.32 may be in
order at this point. In that section consideration was given to the types of co-
ordinates that should be employed for graphical displays, and their relation to
trendlines and data correlations.

Legends for Graphs

Some of the choices available for establishing the legends for graphs are:

1. Placing the legends for the curve(s) directly on the graph itself.

2. Labeling the curves with numerals (1, 2, 3, etc.) or letters (a, b, c, etc.) which are
then defined or explained in the figure title.

3. The same as 2, but definitions and explanations are given in the body of the text
material.

Style 1 should be used for all simple plots. If labeling of curves clutters the overall
graph, then style 2 may be selected as preferable. Although style 3 is indeed used by
some writers, it is generally inferior because the reader cannot obtain information
directly from the graph. For oral presentations with visual aids even style 2 may be
hazardous unless the figure title is reproduced in large enough type. A very common
comment at technical presentations is:

I don’t understand what you have plotted there . . .

or

What do the labels a, b, c, on the curves mean . . .?

Although the presenter may have given a verbal statement regarding labels, the au-
dience may miss the comment while studying the graph. Our point, of course, is that
one may need to choose a different legend style for an audiovisual presentation than
for a written report.

Gridlines and Scale Markings

Some discretion is required of the writer in display of gridlines and scale markings
on graphs. Figure 15.3a shows a loglog plot with display of both major and minor
gridlines and scale nomenclature for the major logarithmic cycles. This graph would
be suitable for a report where some detail is desired for presentation of the data points.
For presentation in a journal article or conference paper the figure may be reduced in
size considerably, as described previously, and inclusion of the gridlines may clutter
the display. In such cases the gridlines are frequently omitted entirely as shown in
Fig. 15.3b. To retain the sense of the logarithmic scales, tick marks are placed on
the coordinate axes to indicate the minor scale divisions, in this case, on the inside
of the axes. The tick marks could also be displayed on the outside of the axes, or
across the axes, but the inside position is usually preferred when gridlines are omitted
from the chart.
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Figure 15.3 Gridlines and scale markings. (Continued )
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Figure 15.3 (Continued )

A modification of (a) is shown in Fig. 15.3c with both gridlines and outside tick
marks indicating the scale divisions. Inclusion of the tick marks in this case adds
a marginal amount of information, and might be better left off. An example of a
graphical display on linear coordinates is shown in Fig. 15.3d, where major division
gridlines are employed along with inside tick marks for the minor scale divisions. An
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uncluttered appearance is achieved along with some precision reading ability with
the tick marks. Inclusion of all the minor gridlines on this graph would distract from
the presentation.

The point of the above remarks is rather simple. A graph should not be cluttered
with excessive gridlines and scale markings unless they contribute to the presentation.
For formal papers, the format that is indicated in Fig. 15.3b is frequently preferred.
There is an interaction between the amount of information contained on a graph and
the need for gridlines. In Fig. 15.4a four sets of calculated points are presented on the
chart, with labels to the right of the body of the chart. Inclusion of all the gridlines
does not distract from the presentation at all, and affords the reader some ease in
reading numerical values from the chart.

In Fig. 15.4b a different circumstance is involved. Two sets of data for the vari-
ables fv and fvp are presented as functions of the same variable I. The two variables
have markedly different numerical values, so they must be plotted with different
scales for their respective coordinates. The presentation here places the ordinates for
fv and fvp on the right and left sides of the graph, respectively. Tick marks are used
to indicate the scale divisions for I, fv, and fvp. There is a lot of information on this
one graph, so much that addition of gridlines will clutter the display. Figure 15.4c
adds the gridlines for I and only one ordinate, fvp. The chart becomes too cluttered.
If one were to add the gridlines for fv also, the appearance would be terribly con-
gested. Projections of a chart like that in Fig. 15.4c for an oral presentation would
be a waste of time for presenter and audience alike. The point of this discussion is
that one must be careful to avoid presenting so much information on a chart that the
display becomes cluttered. Exclusion of gridlines provides an option for alleviating
the clutter.

Three-Dimensional Charts

Sometimes, the writer may choose three-dimensional charts for presentation of ex-
perimental or calculated variables. Such choices are subject to conjecture, but two
sample displays are given in Fig. 15.5 for illustration purposes. Figure 15.5a shows a
3-D mesh chart of the response of a second-order system to a step input (also shown
earlier as Fig. 2.9), while (b) gives the same kind of display for the Bessel function
Jn(x) for n = 1 to 4. Some of the labels have purposely been left off the charts to avoid
cluttering already complex graphics.What is accomplished here?The readerwill have
to answer this question for himself or herself. The answer depends on the objectives
of the report or presentation, and also on the space visualization capabilities of the
reader. The availability of computer graphics makes 3-D presentations very easy to
execute. Sometimes a 3-D presentation will add to understanding, sometimes not.

Cosmetics

The availability of computer graphics software packages provides an almost limitless
number of possibilities for addition of cosmetic effects to graphs and charts. Variation
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Figure 15.4 Influence of gridlines on chart clutter.
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Figure 15.5 3-D charts: (a) Response of second-order system to step input; (b) Bessel function
Jn(x) for n = 0 to 4.

of color, shadings and fill, textures, and the like can be accomplished with the click of
a button. For the most part, such cosmetics are unnecessary, except for G & A charts.
When cosmetics are added, they should be executed with discretion. Two examples
will be given: shading, or fill, either in the background or internal to a chart, and use
of color to designate scale divisions. The writer must be careful not to detract from
the chart with too much effect.

The 3-D charts of Fig. 15.5 are already somewhat startling in a visual sense. In
Fig. 15.6c andd a gradient shading effect has been added as a background to “enhance”
the presentation. The display in (c) clearly involves too much shading. The display in
(d) is better. Whether it is better than the original in Fig. 15.5 is a matter of opinion.
In Fig. 15.6a different colors (printed here in grayscale) have been used to designate
scale divisions on the vertical coordinate axis. The display of the damping effects
is somewhat obscured by this addition, but not in an objectionable manner. In (b)
considerably more colored scale divisions have been added and the display of the
damping effect is almost totally obscured. Again, one must be careful not to do too
much. The presentwriter has seen some displays flashed at oral technical presentations
that were so doctored with cosmetics that they would mimic modern abstract art.And,
there was perhaps an analogous amount of information transfer as well.
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Figure 15.6 Cosmetic or enhancement effects added to 3-D charts of Fig. 15.5. (a) and (b) Color divisions for
vertical coordinate axis (printed in grayscale); (c) and (d ) use of gradient shading or fill.
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An old saying that goes along with army methods of instruction is:

KISS: Keep It Simple Stupid.

A simple straightforward graphical presentation which follows the guidelines given
above, as well as the suggestions of Sec. 3.17, is seldom incorrect.

The graphics that have been presented in Figs. 15.1 through 15.6 were prepared
in Microsoft Excel [6], but could be generated with other software as well.

Tabular Matter

Sometimes it may be necessary or desirable to present information in tabular form
instead of a graphical display. An example might be a table which summarizes the
range of experimental variables investigated or tables which give data to a greater
precision than can be read from a graph. The general rules for tables are similar to
those for graphs:

1. Give the table a number and title. This information is usually placed at the top of
the table.

2. The name of a variable listed in the table may or may not be necessary. Sometimes
a symbol is satisfactory if the variable is easily recognized (like viscosity, density,
etc.). On the other hand, the units for the variables listed should always be given
in a format which is consistent with that used in the body of the report. See the
above comments for ways to express units.

3. When numbers less than unity are presented, they should always be preceded by
a zero and a decimal point; that is, the number 0.3432 should not be listed as
.3432.

4. Tables used in a report may not be suitable for a presentation because of the
small type size. If there is sufficient time, they should be redone in a large type.
In general, complicated tables should be avoided in oral presentations. If the
table involves so much information that the type size will be too small to read,
the table should be omitted from the presentation. If the audience can’t read the
visual, don’t present it. When tabular material is important, compromise is in
order. Prepare an abbreviated summary table in larger type size for the visual.
See the comments offered above regarding label sizes for graphs.

15.6 Miscellaneous Helpful Hints

As a further aid to the writer we give the following bits of advice which do not fall in
the categories of other sections on report writing.

1. Always give great attention to the audience for which the report is written.

2. Set up a list of symbols to be used in the report before starting to write. Then
be sure to use these symbols consistently as the report is written. This is not an

hol29303_ch15_638-670.pdf   25hol29303_ch15_638-670.pdf   25 8/12/2011   3:25:18 PM8/12/2011   3:25:18 PM



15.7 Word Processors and Computers 663

insignificant item. Many inexperienced writers make the mistake of switching
symbols for a physical quantity in different sections of the report. Such practice
can be very confusing to a reader and is not easily detected in proofreading. Even
an experienced technical typist will have difficulty catching such mistakes. Be
particularly careful about switching between uppercase and lowercase letters for
the same variable.

3. In choosing symbols to be used in a report, try to follow the practice used in stan-
dard textbooks or technical journals in the field. Don’t go off and invent new sym-
bolswhichwillmake the report hard for the reader to understand.As simple as this
advice may sound, it is violated over and over again, even by experienced writers.

4. Once writing is started, write the report as if you had to make it correct on the first
draft. Take your time. This will pay off later. Of course, unless you are very good,
or very lucky, changes will have to be made, but they usually can be minimized
with this approach.Avoid the procedure followed by some persons of assembling
a draft consisting of notes or comments in the form of incomplete sentences. You
will just have to go back and rewrite the whole thing and must still go through
a correction stage. It is an old saying but still appropriate: Try to do it right the
first time.

5. Be kind to the typist or computer operator. In many cases the preparation of a
report draft is a hybrid affair. The writer types the text on a computer, while
leaving blanks for insertion of handwritten equations that involve Greek or math
symbols. The writer should be careful with handwriting so there is no confusion
between English and Greek symbols. Here are some specific suggestions:
a. Use block letters for uppercase: viz.,

, not ;
, not ; etc.

b. Use script letters for lowercase: viz.,
, not or (mistaken for Greek “mu”)
, not or (mistaken for Greek “nu”)

, not (mistaken for Greek “kappa”)
, not
, not (mistaken for Greek “rho”)
, not (mistaken for Greek “omega”)

c. Be sure to make the “tails” very definite on Greek “eta” (η) and “mu” (μ).
d. Put “flag” to left on Greek “nu” ( ) and to right on lowercase “vee” ( ).

15.7 Word Processors and Computers

Anumber of word processors and word processing software systems are readily avail-
able in the market. Almost all are suitable for preparing technical reports. For those

hol29303_ch15_638-670.pdf   26hol29303_ch15_638-670.pdf   26 8/12/2011   3:25:18 PM8/12/2011   3:25:18 PM



664 C H A P T E R 15 • Report Writing and Presentations

systems where preparation of complicated mathematical expressions is a problem,
the situation may be alleviated with addition of an equation software package like
MathType.1

No matter how simple or elaborate the word processor, information must be fed
in by a human. This person may be the author (experimentalist) or someone who takes
the author’s write-up and prepares the report draft. If the report is highly technical and
mathematical, the input person obviously must have experience and skill in handling
such material.

We must note a behavioral pattern that applies to many persons. A document,
letter, or report looks different in the form of a hard copy printout than it does on a
computer or word processor screen. Mistakes that somehow went unnoticed on the
screen seem to appear out of nowhere when hard copy is examined. For this reason,
it is advisable to perform at least the final proofreading from a printed version of the
document or report.

15.8 Processing of Reports

A knowledge of the eventual use for a report and the reproduction or processing
required may save considerable time for both the writer and personnel who must do
the typing (processing). Clearly, simple informal reports require only simple typing.
In many cases equations with Greek or unusual symbols can be written in by hand.
For more formal reports which will receive wide distribution, one would normally
expect all equations to be typed.

Professional societies, and some publishers, require technical papers to be sub-
mitted in a specific digital or “camera-ready” format. They are subsequently printed
and bound as either individual papers or part of a symposium volume. In many cases,
publication is in the form of a CD or DVD containing all the papers for the sympo-
sium. As above, they should be typed and carefully checked for errors. Papers which
are to be typeset for journal publication offer more flexibility than camera-ready
copy. In these cases minor handwritten corrections can be placed in a double-spaced
manuscript, as they will be incorporated in the final copy during the typesetting pro-
cess. Writers usually have opportunity to correct the typeset copy when proofs are
returned for their approval.

For company reports or manuals which are to be typeset a professional copy
editor marks the copy by hand to establish the final style. Hand corrections are easily
accommodated in the copyediting process. The point is that once it is known that the
final report will be typeset, considerably less perfection is required in the original
manuscript.

1MathType, Design Science, Inc., Long Beach, CA.
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Table 15.2 gives an abbreviated summary of our discussion of report writing in
the form of a checklist.An author can check off the items that apply and note whether
the respective task has been performed. Obviously, there will be additional items
which will come to mind for comprehensive reports, and there are too many listings
for brief simple reports. The checklist is a starting point, though, and may help the
writer avoid important mistakes or omissions.

Table 15.2 Sample report checklist

REPORT CHECKLIST

Title of report

Author(s)
Date

1. Overall format
(a) Consistency, section and paragraph numbers, etc.
(b) Matches specs of sponsor or publisher

2. Title page
(a) Conforms to format specs
(b) Special title page or cover

3. Abstract or (executive) summary
(a) Included
(b) Conforms to length specs

4. Nomenclature
(a) Included
(b) Matches with equations, figures, and tables

5. Introduction, purpose, objective
6. Background, previous work, and/or review of literature
7. Theory

(a) Included
(b) Part referred to appendix

8. Description of experiment (if appropriate)
(a) Apparatus
(b) Procedure

9. Results
(a) Included
(b) Some referred to appendix
(c) Reported in abstract

10. Discussion of results
11. Conclusions

(a) Included
(b) Match with abstract

12. References format
(a) Consistent
(b) Match with text

13. Appendix
(a) Included
(b) References in body of text
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Table 15.2 (Continued )

14. Equations
(a) Numbered
(b) Consistent symbols
(c) Match text references

15. Tables
(a) Titled
(b) Numbered
(c) Format
(d) Units included

16. Figures
(a) Titled
(b) Numbered
(c) Coordinate labels
(d) Coordinate units
(e) Data series labels
(f ) Line sizes
(g) Gridlines
(h) Scale markings

17. Margins
18. Page numbers
19. Grammar and write-up

(a) Style
(b) Spelling
(c) Punctuation, capitalization
(d) Other

20. Comments

15.9 Oral Presentations

There are many times when an oral presentation must be made of the results of the
experiments. Sometimes the persons attending this presentation will have copies of
a written report and sometimes not. It is usually best to plan the presentation on the
assumption that the attendees do not have the report or that, if they have it, they will
not read the report until later.

Some persons choose to present just highlights of the report and furnish attendees
with printed copies of the visuals employed for the presentation. The attendees are
given the printed material at the time of the presentation and may add their own
annotations and markings during the talk. The attendees may or may not read the
complete report. With or without handout materials some guidelines for planning the
presentations are given below.

1. Determine the audience for the presentation. Are they likely to be familiar with
background information on your topic? If not, then you should include enough
remarks to emphasize the importance of the work.
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2. Determine the alloted time for the presentation and plan to stay within this time
limit. If there are to be questions or discussions, then the formal presentation
should end before the overall time limit is reached. It is probably not an over-
statement to say that a majority of presenters do not stay within their time limit
when one is imposed. Typically, when several presentations are scheduled, the
presenters at the end get squeezed for time by early speakers who overtalk. For
this reason some stern meeting management may be required by the person chair-
ing the session. Of course, if no particular time limit is set for the presentation,
the author should just set a reasonable time independently, taking into account
the complexity of the report and the audience. One should neither bore the audi-
ence with too much detail nor leave them sketchily informed with a presentation
which is too telegraphic.

3. Use slides, overhead view graphs, or computer visuals for the presentation. If a
report has been prepared with good graphics, the slides can be made from fig-
ures in the report. For less formal presentations some blackboard work may be
in order. Be sure to heed the advice given in the selection on graphics presen-
tations when preparing the figures. Pay particular attention to the size of labels
for coordinates and data. Video displays are used increasingly to demonstrate
experimental behavior. The general advice to be offered on this matter is that
professional audiovisual personnel be consulted in the preparation, editing, and
presentation stages. Video presentations are usually unnecessary except when
motion must be displayed. In general, higher illumination and finer resolution
can be achieved with slides and viewgraphs than with video displays.

4. Avoid the use of complicated mathematical relations. If such relations are used
in the report, present only summary comments which will enable the listener
to understand what was done, and for what reason, but without seeing the
details.

5. Don’t leave the audience hanging. Be sure to summarize the results and conclu-
sions with some clear, concise statements.

6. In the question-and-answer session some questioners tend to speak softly and
cannot be heard by other people in the audience. It is a good idea to quickly re-
peat such a question, particularly if you are using a microphone, so that everyone
will understand your response.

7. Finally, a courteous “thank you” is in order at the close of the presentation.

15.10 Planning Sessions and Conferences

Seldom does an experiment involve only one person. In many cases a very large
number of people will be involved, and it will be necessary to get everyone together in
some kind of conference. It is not an overstatement to say that a great amount of time is
wasted in conferences because the sessions are not carefully planned or administered.
The following remarks should provide some help in making more efficient use of the
time devoted to conferences or meetings.
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1. Establish the need for the meeting, and tell the attendees in advance. There can
be many purposes for the conference, such as to brief all persons on the overall
scope of the project, to come to a decision on equipment purchases, to recon-
cile experimental data, to divide and assign individual responsibilities, etc. The
important point is that the purpose(s) be established in advance of the meeting.
Don’t just get everyone together “to have a meeting.”

2. Decide in advance who should attend the meeting. Don’t involve people need-
lessly and waste their time. For example, you don’t need anyone from the com-
puter center to decide on a pump purchase, but you may want to consult some
experienced shop people. On the other hand, a meeting to discuss data reduction
and analysis might properly involve some computer people.

3. Schedule the meeting and anticipate the total time needed. Plan to stay within
that time limit.

4. If the meeting is to be rather long, establish an agenda with a certain amount of
time allotted for each item. Be reasonable in setting these time limits. If there
are five agenda items, this does not mean that each will consume one-fifth of the
total meeting time. The idea is to schedule discussion. Don’t let it just happen.
In a political sense, the organizer of the meeting will be well advised to schedule
noncontroversial items early in the meeting so that they may be disposed of in
an expeditious manner. This accomplishes two objectives:
a. It gives a sense of accomplishment and movement to the attendees early-on.
b. It reserves time for discussions of more controversial/uncertain issues during

the overall time which may be available.

5. Have action items to be accomplished, such as assignment of responsibilities
either on an individual or subgroup basis, time schedules for reporting, or other
specific tasks.

6. If follow-up meetings are necessary, schedule a time for these meetings which
fits the schedule of all participants.

7. As in a report, it is a good idea to summarize the results of the meeting at the close
in case there have been any misunderstandings on someone’s part. In addition to
a verbal summary at the end of the meeting, the chairperson or the person who
called the meeting should issue a written summary to the participants at some
later time.

The purpose of the above remarks has not been to complicate overly the task of
“holding a meeting.” There is some skill to the task, though. The present writer has
seen a skillful organizer accomplish more in a one-hour session than some blunderer
might achieve in an all-day meeting.

15.11 Review Questions

15.1. Why is it important to include units on legends for graphs?

15.2. Why is a nomenclature list necessary?
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15.3. How should one go about selecting nomenclature for physical variables?

15.4. Give an acceptable format for listing references.

15.5. Name some precautions to be taken in preparation of figures.

15.6. What is the purpose of an abstract?

15.7. How should one make use of appendices?

15.8. How does a conclusion section differ from an abstract?

15.9. Construct a nomenclature list for the flow-measurement chapter of this book.

15.10. Construct a nomenclature list for the temperature-measurement chapter of this
book.

15.11. Construct a nomenclature list for Chap. 3 of this book.

15.12. List some action items for planning and conducting meetings.

15.13. Discuss alternate ways to label multiple curves on a graph. What are the
advantages and disadvantages of each?

15.14. Write Eq. (7.4) in (a) all fraction format and (b) spreadsheet format.

15.15. Write Eq. (7.4) in fraction format using (a) all parentheses (( )) and (b) suc-
cessive parentheses and brackets [( )].

15.16. Write Eq. (7.14) in (a) all fraction format with all parentheses and (b) spread-
sheet format. In the latter case, devise some new variables which may simplify
the presentation.

15.17. Write Eq. (9.11) in (a) all fraction format and (b) spreadsheet format.

15.18. Write spreadsheet statements for the correlation-coefficient equations of
Chap. 3. Define symbols as necessary.

Writing Projects

The following projects ask the reader to present some of the subject matter in this
book in a formal report format. Each project may include:

1. A title page

2. An abstract or executive summary

3. An introduction

4. A presentation of theory

5. Results and/or conclusions

6. A nomenclature list

7. A list of references in an acceptable format

8. Figures and tables as appropriate

A. A tutorial report on zeroth-, first-, and second-order systems.

B. A tutorial report on the use of uncertainty analysis in the design of experiments.
Numerical examples should be included.
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C. A tutorial report on the use of manometers for pressure measurements, including
numerical examples.

D. A tutorial report on the use of Pitot tubes for velocity measurements, including
numerical examples.

E. A tutorial report on the use of thermocouples for temperature measurements,
including numerical examples.

F. A report which discusses the seismic instrument and its application for measure-
ments of displacement, velocity, and acceleration. Be sure to show all steps in any
theoretical discussion.

G. List the references in Chap. 3 of this book in alphabetical order following the last
format of the “References and Bibliographies” section of this chapter.
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16
Design of Experiments

16.1 Introduction

In previous chapters we have indicated several elements of the experimental design
process through discussions of experiment planning, uncertainty analysis applied to
selection of instrumentation, methods of measurement, and reporting of experimental
results. The purpose of this chapter is to bring some of this information together to
form an overall protocol for execution of experiment design. The protocol is far from
complete and, as we will see, is applicable mainly to certain types of experimental
programs. After formulating the protocol, we will apply the information to specific
examples.

16.2 Types of Experiments

Different types of experiments have already been described briefly in Chap. 2 and their
reporting requirements discussed in Chap. 15. At this point we choose to expand the
categorization of experiments into nine types for purposes of discussion. In addition,
we construct a listing of experiment characteristics which may or not be applicable
to each category. The categories of experiments and the applicable characteristics are
shown in Table 16.1. This table is rather involved and includes a number of entries
titled as “variable” or “possibly.” The intent is not to be vague but rather to indicate
the wide range of possibilities for the particular characteristic(s).

Type 1 and 2 experiments involving basic research are very specialized and
require execution by people expert in the field. The design of such experiments is
therefore a procedure that is highly variable. Although the protocol we shall outline
is generally applicable to such projects, we defer serious consideration to the experts
in their respective fields. This comment should not be interpreted to brush aside the
importance of information from previous research and the need for careful design and
selection of measurement methods.

671
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Table 16.1 Characteristics of different types of experiments

1. Fundamental Research, 2. Fundamental 3. Developmental 4. Developmental
Company Proprietary, or Research, Open Research, Com- Research, Open

A. Type of Experiment Government Classified Results pany Proprietary Results

B. Type of output Internal reports, with Conference papers, Internal reports, Open results unlikely

publication or reports portions possibly journal articles some highly until patented or

for journals restricted legally protected

C. Presentation Internal and external Professional society Internal restricted Internal

requirements, special meetings

meetings, etc.
D. Outcome specified, Yes, within limits Yes, within limits

design not specified
E. Experimental apparatus Sometimes Sometimes Sometimes Sometimes

designed, outcome or
objective not specified
F. Outcome known No No Sometimes Sometimes

or anticipated
G. Method or procedure Sometimes Sometimes Sometimes

known, outcome unknown
or surprises anticipated
H. Analysis and Variable Variable Variable Variable

theoretical requirements
I. Uncertainty analysis Yes Yes Yes Yes

required in
design execution
J. Personnel require Yes Yes Possibly not Possibly not

special background
K. Significant involvement Not necessarily Not necessarily Yes, management, Yes, management,

of other groups of people finance, legal finance, legal

L. Novel experimental Variable, mostly no Variable, mostly no Probably yes Probably yes

design required
M. Special instruments Usually off-the-shelf Usually off-the-shelf Some special may Some special may

required or off-the-shelf be developed be developed

N. Experiment designed, No No Sometimes Sometimes

execute only
O. Expense limits, Usually modest Modest Highly variable Highly variable

buget restraints
P. Time constraints Usually relaxed Relaxed Usually rushed Usually rushed

Q. Space/facility Variable Variable Variable Variable

requirements
R. Environmental Yes Yes Yes Yes

constraints
S. Safety requirements Yes Yes Yes Yes

T. Example of this Study of laser or Study of boiling of Semiconductor chip Semiconductor chip

type of experiment infrared transmission fluorocarbons growth/manufacturing growth/manufacturing

in exotic materials Study of combustion methods methods

Studies of genetic products for engines Laser cutting methods Laser cutting methods

engineering and cloning in manufacturing in manufacturing
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5. Testing According 6. Testing According 7. Testing for 8. Just 9. Preliminary to Design
to Code or Specified to Accepted Method, Commercial Promotion Want to or Execution of One
Standards but Not Code Purposes Know or More of Items 1–8

Internal report or Internal report Product literature, Informal report Internal report

report to regulatory advertising material

agency

Minimal Internal Special audiovisual Verbal to supervisor Minimal internal

presentations

Yes, within limits Yes, within limits Yes Possibly Depends on type

Yes No Possibly Depends on type

Yes Sometimes Usually Possibly Depends on type

Yes Yes Surprises not anticipated Possibly Depends on type

Minimal Minimal Minimal Minimal or none Depends on type

No Yes Probably not Minimal Depends on type

Usually trained Usually not Usually not No Depends on type

for tests

Usually not Probably not Publications and No Depends on type

promotional persons

No No No No Depends on type

Off-the-shelf Off-the-shelf Off-the-shelf but may Off-the-shelf but may Depends on type

need special effects need special effects

Yes May need Usually not Possibly Depends on type

construction

Usually well defined Usually well defined Controlled Low budget Variable

Variable Usually well defined Usually well defined Short time Variable

May use external Variable Variable No special Variable

facility

Yes Yes Yes Yes Yes

Yes Yes Yes Yes Yes

Calorific value of Forced convection Video demonstration/ Anything, e.g., How long Anything

foods by ASTM test in a tube test of strength of does it take to boil a cup

Viscosity index of Sound absorption paper towels of water in a microwave?

oils by ASTM test in solid materials Comfort test of

Air-conditioner performance Performance of auto seating

by ASHRAE standards a stereo amplifier Consumer magazine test

of small appliances
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Type 3 and 4 experiments involve developmental work and may frequently be
assigned to the average engineering professional. Our design protocol should be
applicable to such projects. Type 5 experiments that require testing according to
“code” usually require very little “design” but may involve a significant amount of
coordination to ensure that the results match the code requirements. We will assume
that our design protocol discussion is applicable to type 6 through 9 experiments.

In preparing to conduct or design an experiment, one may view the process as
an activity that works backward from the reporting requirements indicated in row B
of Table 16.1. This is not an insignificant point. The design of the experiment must
always be responsive to the output specified by management or the client customer. In
the case of an “open” basic research project, the eventual client may be the pertinent
scholarly journal in the field. Even basic research projects have sponsors, though,
and their requirements and desires must be respected. For a development project the
eventual output may be a legal patent, or even a process that is maintained as a trade
secret. The handling of the results for such projects is obviously different from that
for results that will be published in the open literature.

The Just Want to Know category of experiment is not as trivial as it may seem.
A curious inquiry by an astute engineer may frequently lead to a profitable product
development or modification. This might also be described as a What If . . . scenario.
It could lead to implementation of the final category of experiment which then may
develop into a substantial experimental program. Obviously, the Just Want to Know
category cannot be employed willy-nilly in an industrial environment that is profit-
oriented. There must be a profit light at the end of the curiosity tunnel. The example
noted in Table 16.1 of “How long does it take to boil a cup of water in a microwave”
might suggest the use of certain cookware for such purposes, specific object placement
in commercial units, or possible improvements in design of the heating cycles for
the unit.

Where uncertainty analysis is indicated as an essential element of the exper-
imental project, we imply the simple type of analysis executed with application of
Eqs. (3.2) of Chapter 3. For some experiments, more elaborate statistical design might
be employed, but we will not consider such projects in our design protocol setup.

Environmental and safety requirements are listed as factors for all the experi-
ment categories. To some readers these listings may seem obvious and not worthy of
mention. On the other hand, they are items frequently overlooked in the early stages
of experiment planning, only to arise later at embarrassingly high costs. A project
involving use of hazardous wastes must be concerned not only with safety require-
ments, but also with the regulations which govern disposal of such wastes. A project
to study the heat-transfer characteristics of ammonia might not involve a serious
waste disposal problem but could find restrictions imposed because of toxicity-safety
considerations. The selection of fluid handling components for such an experiment
might require special attention.

It is rather obvious that a person well trained and experienced in a particular field
will find it easier to design experiments pertaining to that field than a novice with
little experience. In these cases the expert may jump to the conclusion and state: “Oh
yes, it’s done this way. . . .” The novice, but reasonably competent person, should
be able to achieve results comparable to the expert with exercise of an experimental
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design protocol. The experienced person may also benefit by using the procedure as
a checklist. In that way he or she may avoid omitting an important factor with a hasty
jump to a final design result.

16.3 Experiment Design Factors

With the above discussion of types of experiments in mind, we now consider factors
that will enter into the experiment design process. These factors may be common to
many or all of the experiments. The design factors are summarized in Table 16.2.
Fifteen items are presented with a short descriptive title for each item.

The Source of Item Description in column B indicates the person(s), literature
information, or other item in the table that will be used by the experiment designer
to obtain the specified information. The Action and Results of column C indicate the
results which the experiment designer should obtain to satisfy the item requirement in
column A. Finally, column D indicates what influence the results or action will have
on other factors; for example, the results for item 5 serve as the input or “source” for
item 6.

The design factors in Table 16.2 are listed in an approximate sequence for exe-
cution in an experiment design process. For an experienced design engineer, the table
may serve as a checklist in conjunction with the information in Table 16.1. Otherwise,
it is employed as part of the design protocol which we now describe.

16.4 Experiment Design Protocol

and Examples

The experiment design protocol we propose is as follows:

A. Determine the type or category of experiment by consulting Table 16.1. Consider
overlapping categories.

B. Examine each of the characteristic entries in Table 16.1 pertaining to the exper-
iment type selected. Write down a preliminary checklist of Things to Do based
on this examination.

C. Begin working through the sequence of tasks in Table 16.2. Write down known
information for as many items as possible. Prepare a list of needed activities in
accordance with the known information and items yet to be determined.

D. To the extent possible, prepare a written schedule for accomplishing the tasks in
Table 16.2.

E. Refine the design by working through all the tasks in Table 16.2 in detail.

This protocol may appear extremely brief or overly simplified; however, an ex-
amination of Tables 16.1 and 16.2 will reveal many steps that are anything but simple.
In a sense, the protocol is compressed by using the tabular presentations. It would be
possible to expand the discussion with an elaboration for each cell of the tables, but
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Table 16.2 Experiment design factors

Item B. Source of C. Action and/or Results D. Influence on
Number A. Item Description Item Description Required Other Factors

1 Overall objectives Management or Refine objectives to obtain Essential for proper
client/customer specific information of design of experiment

item 2 description
2 List of specific results Coordinated between As noted in description Required for design

needed including ranges(s) management and of size and scope of
of variables, accuracy, and experimental personnel experiment and selection
uncertainties desired of instrumentation

3 Sample presentation Coordinated between As noted Indicates connection between
format for results management and item 2 and results expected.

experimental personnel Serves as check on specification
of results needed

4 Method/technique for Code specification for Locate and review Necessary for selection of
overall experiment standard test, various appropriate literature and instrumentation and

literature for established testing procedures measurement methods
techniques, novel
experiment design in
other cases

5 Parameters needed Experimental personnel Review literature and Indicates information needed
to calculate/determine and literature theoretical calculation for item 6
results procedures

6 Measured quantities needed to Item 5 Determine Indicates information needed
calculate above parameters for item 8

7 Ranges expected for measured Items 2 and 5 Determine Indicates information needed
quantities for item 8

8 Method/techniques(s) for Items 6 and 7 Determine Required for instrumentation
individual measurements selection/purchase

9 Anticipated uncertainties in Manufacturers literature, Estimate based on Needed for items 13, 14,
individual measurements information in other information available and 15

sources such as
chapters of this book

10 Apparatus preliminary design Results of above Execute shop drawing and Needed for construction and/or
determinations specifications as necessary purchases

11 Sample calculations based on Above factors Perform May suggest modifications in
apparatus design design or measurement

techniques
12 Calculations needed to check Items 4, 5, and 6 Determine Needed in execution of

consistency of measurements; experiment
energy, mass, force balances,
etc.

13 Decision on measurement, All information above Determine Needed for construction and/or
methods for individual purchases
parameters

14 Estimate of uncertainties of Calculation methods Calculate May possibly indicate need for
final results of Chap. 3 modification of experimental

design or selection of
instrumentation

15 Modifications to apparatus Above items Perform minimal Excessive modifications may
design and measurement modifications to meet increase cost
techniques based on one or overall objectives
more of the above factors
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in most cases that would tend to obscure the overall view of experiment design we
would like to convey here. Most readers will find the tabular displays relatively easy
to follow.

Example 16.1FORCED-CONVECTION MEASUREMENTS FOR A NEW REFRIGERANT. The
manufacturer of a new refrigerant desires to determine the forced-convection heat-transfer
coefficients of their fluid in terms of the conventional parameters used to describe such a per-
formance. They contract with an independent testing laboratory to perform the measurements.
After consultation between laboratory personnel and the manufacturer-client, the preliminary
specifications for the test are established as:

Fluid properties for saturated liquid conditions from 0◦C to 40◦C

Density ≈ 1200 kg/m3

Saturation pressure: 300 to 1000 kPa

Dynamic viscosity ≈ 3× 10−4 kg/m · s
Thermal conductivity ≈ 0.075 W/m · ◦C
Specific heat ≈ 1.4 kJ/kg · ◦C
Prandtl number= 5.6

Desired range of Reynolds number: 20,000 to 150,000

Fluid (liquid) temperature range: Same as that given above

Flow geometry, smooth circular tube:

Tube diameters: 2.0 to 35 mm
Tube lengths: Sufficient for developed flow
Temperature differences between tube and fluid: 5 to 15◦C

Heat fluxes: As determined in experiment design

Flow rates: As determined in experiment design

Desired uncertainty in determination of heat-transfer coefficients: How good can
you get?

Anticipated results: Correlate with conventional forced-convection relations available
in standard heat-transfer literature and handbooks. No surprises are anticipated, and
management will view with some alarm significant deviations from these expected results.

The experimental team is asked to come up with a suitable plan for design of the experiment
that will be acceptable to the client in terms of meeting the above preliminary specifications.
The team is expected to propose modifications to the specifications if some of the parameters
appear unreasonable or inconsistent. Based on the design and/or proposed modifications, a
proposal will be presented to the client for execution of the experiment along with appropriate
cost and time schedules.

Design Protocol

A number of the elements in the proposed design protocol of Sec. 16.4 have been executed to
develop the specifications and data parameters presented above. As a first step in the protocol
we consult Table 16.1 and check off the pertinent items.

The type of experiment is selected as number 6 because there are accepted procedures for
determining forced-convection heat-transfer coefficients in smooth tubes. How do we know
that? There is an accepted general apparatus description in Sec. 9.7 of this book which we
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may use a guide for development of the experimental design. We could arrive at the same
conclusion by consulting the literature pertaining to previous experimental determinations of
forced-convection heat-transfer coefficients for liquids and gases.

Checking the rows in Table 16.1 for the type 6 experiment, same comment as in table:
Rows B, C, D, E, H, I, J, K, L, M

Row F: The outcome-correlation may be anticipated from the appropriate relation in
Table 8.6 or other references.

Row G: No; surprises are not anticipated, and will be unwelcome.
Row N: Must design the experimental apparatus and instrumentation to match the

specifications.
Row O, P: Budget and time schedules will be proposed to the client when the technical

design is established.
Row Q: Space and appropriate facilities are expected to be available.
Row R: Must obtain manufacturers specifications for fluid toxicity and hazardous waste

disposal requirements.
Row S: Standard safety measures are assumed to apply.

Preliminary Calculations

The experimental apparatus is illustrated in Fig. 9.17, which we reproduce here for conve-
nience as Fig. Example 16.1a. Assuming negligible heat loss through the insulation, the energy
balance is

q = ṁcp �Tfluid = hA(Tw − �T fluid) = EI

= ṁcp(T2 − T1)

where A = πdL

ṁ = ρumAc

Ac = πd2

4

This energy balance may be used as a check on the experimental measurements, provided the
uncertainties in T1 and T2 do not obscure the calculation.

I

E

Water

Flowmeter

Voltmeter

Thermocouples

Ammeter

Insulation

High-current
transformer

Line voltage

T1 T2

Figure Example 16.1a Schematic of apparatus for determination of
forced-convection heat-transfer coefficients in smooth tubes.
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Estimate of Range of Values for Heat-Transfer Coefficients

For this calculation we employ the following equation from Table 8.6:

Nu = 0.023 Re0.8 Pr0.4 = hd

k

With the property values specified by the client, we have

Re = 20,000, d = 35 mm

h = (0.023) (20000)0.8 (5.6)0.4 (0.075)

(0.035)
= 271 W/m2 · ◦C

Re = 20,000, d = 2.0 mm

h = 4740 W/m2 · ◦C
Re = 150,000, d = 2.0 mm

h = (0.023)(150,000)0.8(5.6)0.4(0.075)

(0.002)
= 23,760 W/m2 · ◦C

Re = 150,000, d = 35 mm

h = (0.023)(150,000)0.8(5.6)0.4(0.075)

(0.035)
= 1360 W/m2 · ◦C

Estimate of Flow Rate Ranges

ṁ = ρum Ac:

Ac = πd2

4

Re = ρum

d

μ
= d(ṁ/Ac)

μ

Re = 20,000, d = 2.0 mm, Ac = πd2/4 = π(0.002)2/4 = 3.14× 10−6 m2

ṁ

Ac

= Re
(

μ

d

)
= (20,000) (3× 10−4)

(0.002)
= 3000

ṁ = 9.42× 102 kg/s

Re = 20,000, d = 35 mm, Ac = π(0.035)2

4
= 9.62× 10−4 m2

ṁ = 2.89 kg/s

Re = 150,000, d = 2.0 mm, Ac = 3.14× 10−4 m2

ṁ

Ac

= Re
(

μ

d

)
= (150,000)(3× 15−4)

0.002
= 22,500

ṁ = 0.071 kg/s

Re = 150,000, d = 35 mm, Ac = 9.62× 10−4 m2

ṁ

Ac

= 22,500

ṁ = 21.6 kg/s
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680 C H A P T E R 16 • Design of Experiments

The range of flow rates is very broad, ranging from 0.0094 to 22 kg/s. This suggests that
multiple experimental setups may be required to cover the range, at excessive cost to the client.

Heat-Transfer Rates

Let us examine the corresponding heat-transfer rates, for the maximum suggested temperature
difference of 15◦C. A tube length of 2.0 m is selected, so that

For d = 2.0 mm A = πdL = π(0.002)(2) = 0.0126 m2

For d = 35 mm A = π(0.035)(2) = 0.22 m2

Using the calculated values of h, and Tw − Tfluid = 15◦C we obtain

Re = 20,000, d = 2 mm

q = hA(Tw − Tfluid) = (4740)(0.0126)(15) = 896 W

Re = 20,000, d = 35 mm

q = (271)(0.22)(15) = 894 W

Re = 150,000, d = 2 mm

q = hA(Tw − Tfluid) = (23,760)(0.0126)(15) = 4491 W

Re = 150,000, d = 35 mm

q = (1360)(0.22)(15) = 4488 W

Change in Fluid Temperature

The fluid temperature rise may be computed from

q = ṁcp�Tfluid

At Re = 20,000, d = 2 mm and L = 2 m, we have

�Tfluid = 896

(9.42× 10−3)(1400)
= 67.9◦C

Similarly, for other conditions

Re = 20,000, d = 35 mm �Tfluid = 0.22◦C
Re = 150,000, d = 2 mm �Tfluid = 45.2◦C
Re = 150,000, d = 35 mm �Tfluid = 0.148◦C

Suggested Modifications to Design Parameters

The above calculations indicate the need for a very broad range of flow rates. If the results
follow the suggested correlation, as expected, then the broad range of diameters may not be
necessary; that is, a single tube diameter that operates over the required Re range should be
satisfactory. We therefore propose a single intermediate tube diameter of 12 mm for all the
tests. The calculation for a 12-mm-diameter tube with L = 2.0 m gives

T1 = 0◦C
�Tw − Tfluid = 15◦C
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Re 20,000 150,000
ṁ 0.0566 kg/s 0.424 kg/s
h 790 W/m2 · ◦C 3961 W/m2 · ◦C
q 894 W 4480 W
T2 − T1 11.13◦C 7.55◦C

Note that the flow rates are now within a factor of 10, which may be accommodated with a
single flow device like the turbine meter of Sec. 7.6.

Primary Measurements Summary

Based on the preliminary design calculations described above we now list the primary mea-
surements to be performed, their range of values, and an estimate of the uncertainties that
may be expected as shown in Table Example 16.1a. These uncertainties will be employed to
make a preliminary estimate of the accuracy (uncertainty) of the results for h, the convection
heat-transfer coefficient. Note that a direct measurement of the temperature difference T2− T1

is proposed using a thermopile. This direct measurement facilitates a better energy balance
calculation than one based on a calculated value of T2 − T1 from the individual measured
values of T1 and T2.

Calculation Checks to Determine Satisfactory Experiment Operation

The only calculation check we propose is an energy balance on the tube test section. Assuming
no heat loss through the insulation (this may be checked by calculation or measurement),
we have

q = ṁcp(T2 − T1) = (?)P = EI

Note that the calculation is independent of the determination of h. First, we estimate the uncer-
tainty in the determination of q by the two methods; electric power, and flow energy balance.
Using the design data at the Reynolds number limits, and Eq. (3.2a) for a product function
uncertainty:

Re = 20,000

Flow energy Electric power

Wq

q
=

[
(0.005)2 +

(
0.3

11.13

)2
]1/2

WP

P
= [(0.003)2 + (0.003)2]1/2

= 0.027 = 0.0042

Table Example 16.1a Proposed measurement methods and associated ranges

Method of Estimated Uncertainty
Variables Measurement Range (with Calibration) Comments

T1, T2 Type E thermocouple 0–40◦C ±0.5◦C High output
thermocouple

T2 − T1 Type E thermocouple- 0–15◦C ±0.3◦C
(direct) thermopile

Tw Type E thermocouple 0–60◦C ±0.5◦C
ṁ Turbine meter 0.05–0.5 kg/s ±0.5%
E Voltmeter 2–20 volts ±0.3%
I Ammeter 100–400 amp ±0.3%
pressure (for Bourden gage & As specified —

reference) transducer
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Re = 150,000

Wq

q
=

[
(0.005)2 +

(
0.3

7.55

)2
]1/2

WP

P
= [(0.003)2 + (0.003)2]1/2

= 0.041 = 0.0042

The above calculations are very optimistic, indicating that the energy balance might be ex-
pected to check within 4 percent. Ten percent may be more realistic. The calculation also
shows that the electric power measurement is clearly preferred for calculating the best transfer
coefficient from

q = EI = hA(�Tw − �T fluid)

Heating Device Design Calculations

The heating mechanism proposed is an electrically heated tube with an impressed alternating
current. We select a stainless-steel tube with dimensions

Inside diameter = di = 12 mm

Wall thickness = 0.8 mm

Length = L = 2.0 m

The resistivity of stainless steel is about ρ = 70 μ� · cm, so the tube resistance is

R = ρL

A
= (70× 10−6)(200)(4)

π(1.362 − 1.22)

= 0.0435 �

The electric power is P = I2R or E2/R, so, for the design range of power from 894 to 4480 W
we have

P 894 4480 W
I 143 321 A
E 6.22 14 V

These are electric parameters that may be accommodated with an off-the-shelf variac and
transformer.

Estimate of Uncertainty in Determination of h
The previous calculation indicated an uncertainty in the determination of electric power input
as about ±0.4 percent. Let us assume a value of 1.0 percent for use in calculating h. We have

h = q

A(Tw − Tf )
= q

A�T

where we set �T = Tw − Tf . We take two conditions �T = 5◦C and 15◦C along with
WT = ±0.5◦C. Then

W�T = [0.52 + 0.52] = 0.71◦C

h is a product function of q and �T so, from Eq. (3.2a),

Wh

h
=

[
(1)2

(
Wq

q

)2

+ (−1)2
(

W�T

�T

)2
]1/2

We assume q = P = EI, so that Wq/q = 0.01.
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At �T = 5◦C

Wh

h
=

[
(1)2(0.01)2 + (−1)2

(
0.71

5

)2
]1/2

= 0.142 = 14.2%

And at �T = 15◦C

Wh

h
=

[
(1)2(0.01)2 + (−1)2

(
0.71

15

)2
]1/2

= 0.0483 = 4.83%

Thus, small temperature differences between the heating tube and the fluid should be avoided.
Note that the precision of the electric power (voltage and current) measurements is not critical
in the determination of h.

Expected Results

The expected results will take the form of a nondimensional plot of Nu/Pr0.4 vs. Re on
loglog coordinates. An excellent presentation would resemble the fictitious data set shown in
Fig. Example 16.1b. The plot should include a correlation trendline and correlation coefficient
r2 obtained from Eq. (3.40). Data points that appear particularly out of line may be eliminated
at the discretion of the experimentalist, if justified. See Examples 3.29 and 3.31. Preliminary
to calculation and presentation of such a correlation, there should be intermediate plots of
temperatures along the surface of the tube as illustrated in Fig. Example 16.1c. These plots
should be smooth curves, to assure no anomalies in the wall temperature measurements.

Figure Example 16.1b Sample data correlation.
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Figure Example 16.1c Sample wall temperature profiles.

The electrically heated tube generates a uniform heat flow so the bulk fluid temperature
is assumed to increase linearly. The arithmetic average of the temperature measured along the
tube is usually employed as the value for calculating �Tw − Tfluid. Tfluid is the average between
inlet and exit conditions, or (T1 + T2)/2.

Data Collection and Calculation of Results

Table Example 16.1b provides a summary of the information and data to be collected in the
experiment and the calculation formulas that may be employed to obtain the expected results
described above. The data may be collected manually or with a data acquisition system. Rapid
transients are not involved, so there should be ample time for data collection. If a data acquisition
system is employed, the output should be suitable for direct entry into the data analysis program.
The calculation and presentation of graphical results will be prepared with the computer and
software facilities available.

Environmental and Safety Considerations

With fluorinated hydrocarbon refrigerants there are likely restrictions on the leakage (toxi-
city) aspects of the apparatus, and regulations governing disposal of the fluids. We assume
that the manufacturer of the fluid will furnish all information necessary to conform to these
requirements. The specific details of piping, valves, pumps, filters, for example, are left as a
mechanical design problem that will be executed by other persons.
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Table Example 16.1b Proposed data sheet and calculated results

A. General observations and records
1. Ambient temperature and pressure
2. Material of construction and electrical properties of heated test section
3. Calibration information for instruments
4. Observations of unsteady operation or unusual behavior

B. Primary measurements
1. Inlet and exit fluid bulk temperatures for test section T1 and T2

2. Tube wall temperatures Tw, at least eight
3. Voltage impressed on test section E, volts
4. Current through test section I, amperes
5. Flowmeter readout × factor to convert to mass flow rate m in kg/s
6. Direct measurement of fluid �T = T2 − T1

7. Temperature at outside of insulation (check on effectiveness of insulation)
8. Pressure at inlet to test section
9. Dimensions of test section tube, inside and outside diameters di and do, and tube length L

C. Estimates of uncertainty in primary measurements at high and low limits of Reynolds number and
high and low limits of temperature difference between tube wall and fluid. Estimate for quantities
listed in B.

D. Calculated results
1. Flow rate = m = meter reading × factor to convert to kg/s
2. Flow cross-sectional area Ac = πd2

i /4
3. Surface area for heat transfer A = πdiL

4. Mean fluid temperature Tm = (T1 + T2)/2
5. Fluid viscosity, thermal conductivity, and Prandtl number evaluated at Tm
6. Mean wall temperature Twm = �Tw/n for uniform spacing
7. Reynolds number Re = (m/Ac)di/μ

8. Mean wall to fluid temperature difference �Tm = Twm− Tm

9. Electric power input P = EI

10. Convection heat-transfer coefficient

h = P/A�Tm,W/m2 · ◦C

11. Nusselt number = hdi/k

12. Parameter Nu/Pr0.4

13. Energy balance check for high and low values of Re:

P = EI = (?) = mcp(T2 − T1) with T2 − T1 values from direct measurement

14. Check of electric resistance of tube:

Relec = ρelecL

Atube
= 4ρeL

π
(
d2
o − d2

i

) = (?) = E

I

E. Calculated uncertainties of results for high and low values of Reynolds number Re, and high and low
wall to fluid temperature differences. Assume fluid properties and tube dimensions are exact.
1. Power: wP/P = [(wE/E)2 + (wI/I)

2]1/2

2. Average wall to fluid temperature difference �Tm = Twm− Tm

w�Tm = [(wTwm)2 + (wTm)2]1/2

(Continued)
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Table Example 16.1b (Continued )

3. Heat-transfer coefficient:

wh/h = [(wP/P)2 + (w�Tm/�Tm)2]1/2

4. Reynolds number: wRe/Re = wm/m

5. Nusselt number: wNu/Nu = wh/h

F. Graphical presentation of results
1. Sample wall temperature profiles, Tw vs. x along tube length
2. Nu/Pr0.4 vs. Re on loglog coordinates with trendline fit to data
3. Other correlation parameters if needed
4. Bounding lines on chart in No. 2 indicating calculated limits of uncertainties

Summary Comments

This example has made use of the experiment categories and design factors tables that form the
basis for a design protocol presented in this chapter. We may note that the engineer executing this
experiment design must have some prior knowledge of instrumentation and the general subject
matter to be explored with the experimental program. The person is not expected to start from
a zero knowledge level, and should be conversant with the terms that appear in Tables 16.1 and
16.2. Of course, one purpose of previous chapters is to furnish such background information.

In this example, we note that no surprises are expected in the results and the desire of
the client-manufacturer is that the heat-transfer coefficient will follow accepted correlations
currently used for design calculations in industry. If that is the expectation, then one may ask
why the experiments are being conducted at all. The answer to the question has two parts. First,
surprises do occur from time to time, and a prudent course of action is to back up expectations
with firm experimental data. Second, the backup experimental data provide useful marketing
and promotional information that may be furnished to skeptical persons who demand such data
before construction of equipment employing any new fluids. The method of publishing results
of the experiments has been left open. The manufacturer may want to retain the information
for limited disclosure to interested customers, or may choose to seek publication in a technical
society forum. Whatever choice is made, the results should be reported in a complete fashion
with appropriate comments regarding uncertainties, and so forth.

No time schedule has been specified in this experiment design. Such a schedule should arise
out of the consultations between the fluid manufacturer and the testing laboratory, taking into
account specific information regarding the instruments and space available at the local facility.

Example 16.2 PERFORMANCE TEST OF A SMALL “DRONE” ENGINE. The manufacturer of
small radio-controlled aircraft drones used for military target practice requests the engine sup-
pliers for the drones to furnish performance specifications for their engines. The information
received is less than satisfactory and there seems to be a noticeable difference in performance
from one engine manufacturer to another, even though they state the same power output. The
aircraft manufacturer decides to make his own performance measurements of the small two-
stroke cycle engines and assigns a member of his small engineering staff to design and conduct
the experiments. Limited budget and facilities are available for the tests.
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After extended discussions, the manager and engineer assigned to the test arrive at pre-
liminary specifications for the tests:

Approximate power output of engines: 3 to 5 hp

Speed range: 1000 to 10,000 rpm

Power loading device: Propellers used in the application

Speed control device: Throttle and carburetor employed in application

Fuel consumption: To be determined

Measures of performance:

a. Torque vs. rpm for different propellers
b. Power output vs. rpm for different propellers
c. Fuel consumption vs. rpm for different propellers
d. Qualitative observations of operating characteristics of engine; smoothness of

operation, response to throttle changes, etc.

Because of the limited budget, a decision is made to keep the test as simple as possible
with minimum expenditures for any data acquisition systems or elaborate instrumentation.

Design Protocol

Consulting Table 16.1, we see that this experiment falls into a category 8 with possible impli-
cations for a category 4 in the event that the results lead to design changes in the drone aircraft
or their radio control system. The measurement technique for the test is not established, and
one would not expect to find a “code” specification.

Working through the rows in Table 16.1, we construct the following comments:
Same as table: Rows B, C, D, H, I, J, K, M, O, P, Q
Row E: Apparatus not designed
Row F: Outcome not known
Row G: Procedure not known, no surprises anticipated
Row L: Because of low budget some novel design of experiment may be necessary
Row N: Experiment not designed
Row R: Space for test must be ventilated for engine exhaust
Row S: Normal safety measures
Following the design protocol of Sec. 16.4, we find that the “Things to Do” list is very

short: Perform the technical design for the experiment.
Consulting Table 16.2, we find that the output type of information has been specified

but the ranges of variables remain to be determined. The presentation format has also been
specified but the anticipated results are not yet known. One would expect the power output of
the engine to generally increase with speed (rpm) and possibly reach peak values that depend
on the propeller-loading device. The fuel consumption would be expected to increase with
power output, but not in a linear fashion.

The next step in the design process is a calculation of the anticipated ranges of the output
data to complete cell 2A of Table 16.2.

Torque and Power

Only two measurements are required to determine power through an application of Eq. (10.21).

Power = 2πTN

33,000
hp

These measurements are torque T and speed N (rpm). Assuming a power output of 5 percent
of engine rating at 1000 rpm, and full power at 10,000 rpm, the anticipated values of torque are
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3-hp engine:

N = 1000 rpm T = 0.79 lbf · ft
N = 10,000 rpm T = 1.58 lbf · ft

5-hp engine:

N = 1000 rpm T = 1.32 lbf · ft
N = 10,000 rpm T = 2.63 lbf · ft

The power output will likely peak at a lower speed, so the maximum torque should be
higher than these values.

Speed Measurement

The engine speed may be measured directly by an indicator tachometer connected to the front
of the propeller shaft. An alternate method would be a strobe light directed at the propeller.

Torque Measurement

We propose an engine mounting on a platform that is free to rotate like the cradled dynamometer
of Sec. 10.4. The torque measurement may then be performed by measuring the force at the
end of a predetermined moment arm. Assuming that the maximum torque will be greater than
the calculated values above, we choose a measurement range of 0.25 to 5 lbf · ft. If the engine
mounting cradle has a 3-in moment arm, the corresponding force measurement to be performed
ranges from about 1.0 to 20 lbf, or 4.5 to 89 N. Force transducers are available for this range.

Fuel Consumption

Assuming 15 percent overall efficiency for the engine, which may be too high, full power
output at 10,000 rpm, and 10 percent output at 1000 rpm, the input fuel energies will be:

1000 rpm:

Fuel energy = (3hp)(2545 Btu/hp · h)(0.1)/0.15 = 5090 Btu/h

10,000 rpm:

Fuel energy = 50,900 Btu/h

The heating value for gasoline is about 140,000 Btu/gal, so these fuel energy inputs are equiv-
alent to

5090 Btu/h = 0.036 gal/h = 0.0382 cm3/s

50,900 Btu/h = 0.36 gal/h = 0.382 cm3/s

For an overall efficiency of 5 percent the fuel consumption rates would be three times these
values. A discussion concluded that a few preliminary tests should be conducted to determine
approximate values for the actual fuel consumption rates. These values may then be employed
to set the ranges for the flow measurement instruments.

Fuel Flow Measurement

Two methods are appropriate for a low-cost fuel flow measurement:

a. Direct measurement of the volume consumed in a period of time.

b. Flow rate measurements with a set of rotameters (see Sec. 7.6) to cover the anticipated flow
rate range. The rotameters may be calibrated using the direct volumetric flow rate technique.
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At the low flow rate calculated above, the time to consume 10 cm3 of fuel is

�τ = 10

0.038
= 262 s

or a reasonable time period for measurement.

Anticipated Measurement Problems

The small engines to be tested will likely exhibit some unsteady speed operation for a given
throttle setting. As a result, the torque and speed measurements recorded should be the best
average values obtainable by the operator. One should not be surprised at a variation of 5 percent
in T and N. If these values are taken as the uncertainties in T and N, the uncertainty in the
power determination would be

wP

P
=

[(
wT

T

)2

+
(

wN

N

)2
]1/2

= (0.052 + 0.052)1/2 = 0.071 = 7.1%

For the low flow rate range the fuel consumption may be measured by recording the time
required to consume a given volume of fuel. This measurement automatically averages over
any speed variation. At the higher flow rates, the operator should record the best estimate of
the reading on the rotameters. As mentioned above, final selection of the rotameters should be
made after test runs to determine the actual operating ranges for fuel consumption.

Expected Results

The expected output results would be in the form of curves that may have the appearances
shown in Fig. Example 16.2a and b for each propeller tested. An efficiency parameter may also
be defined as

Efficiency parameter = η = Power output

Fuel consumption

Figure Example 16.2a
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Figure Example 16.2b

Figure Example 16.2c

This parameter may be nondimensionalized by multiplying the denominator by the heating
value of the fuel, and a sample plot of the parameter is indicated in Fig. Example 16.2c.

Summary of Preliminary Design Activities

Consulting Table 16.2, we find that most of the actions in col. C have been accomplished.
Provision for recording data has not been assigned, and a decision whether to use a data
acquisition system or manual collection of data must be made. Computer reduction of data
must also be indicated. The items in col. C that require further attention are therefore numbers
10, 11, and 15. A few crude tests to determine the range of fuel consumption are also needed.
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Table Example 16.2 Data sheet and calculated results

A. General information
1. Ambient temperature and pressure
2. Engine description
3. Propeller type and description
4. Observations of steadiness of operation, fluctuations in speed or torque, difficulties

with throttle settings, etc.
B. Primary measurements

1. Throttle setting (describe)
2. Speed, rpm
3. Force, lbf
4. Torque = force × moment arm
5. Flowmeter reading × factor to give fuel flow rate in L/s

or
Fuel volume at start, L
Fuel volume at end, L
Time for consumption of fuel volume, s

C. Primary uncertainty estimates at high and low speeds, taking into account observations
of unsteady operation
1. Speed: ———— rpm at speed of ———— rpm
2. Force: ———— lbf at reading of ———— lbf
3. Flowmeter ———— at reading of ————
4. Flow volume ———— L at flow rate of ———— L/s
5. Time increment ———— s

D. Calculated results
1. Torque T = F× moment arm (assumed exact)
2. Power = P = 2πTN/33,000, horsepower
3. Fuel consumption Vf = meter reading × factor or �V/�τ

�V = V1 − V2;V1 = initial volume of fuel, V2 = final volume of fuel
�τ = time for consumption of �V

4. Efficiency parameter η = power÷ fuel consumption = P/Vf . This parameter may be
multiplied by an appropriate factor to take account of the heating value of the fuel.

E. Calculated uncertainties of results, performed for high and low speeds
1. Torque: wT /T = wF/F (moment arm assumed exact)
2. Power: wP/P = [(wT /T)2 + (wN/N)2]1/2

3. Fuel consumption Vf :

wVf

Vf
=
[(

w�V

�V

)2

+
(

w�τ

�τ

)2
]1/2

�V = V1 − V2

w�V = [(wV1 )
2 + (wV2 )

2]1/2

4. Efficiency parameter η = P/Vf

wη

η
=
[(

wP

P

)2

+
(

wVf

Vf

)2
]1/2

F. Graphical presentations of results

Performance parameters T, P, Vf, η = P

Vf
vs. N

Presentation alternatives:
1. Propeller type, one engine
2. Propeller type, comparison curves for all engines
3. One engine, different propeller types

In addition, a useful presentation may be:
4. N vs. throttle setting for each engine with different propeller types. This information

may be useful in establishing settings for the radio control of throttle positions.

691
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692 C H A P T E R 16 • Design of Experiments

A summary sheet for collection of data and organization of calculations is shown in Table
Example 16.2. The actual format should be arranged as a spreadsheet or other data entry form
for the computer calculations and presentation of results.

Summary Comments

This example has also made use of the protocol for experiment design described in Tables 16.1
and 16.2. Since motivation for the tests originated with uncertain or conflicting specifications
of engine performance, it is difficult to predict how the results will turn out and what value
they may have in modifying the performance of the small drone aircraft. An informal reporting
of the results will likely be sufficient for the aircraft manufacturer’s use in dealing with the
engine suppliers.

While anecdotal evidence has been used as a guide for propeller selection in the past, the
actual power-torque performance curves may serve as a better basis for matching propeller
to engine characteristics. One cannot predict results, but it is possible that an engine which
previously exhibited poor performance relative to another engine may improve with better
propeller selection and matching. If that is the case, the engine suppliers should appreciate
sharing of the test results.

We should point out that the thrust characteristics of the propeller-engine combinations
will also depend, to some extent, on the speed of the aircraft. To obtain experimental data on
such thrust characteristics would require wind-tunnel data with a major increase in expense
and complexity of the experiment design.

Example 16.3 DETERMINATION OF CAUSE OF PLASTIC CUP FAILURES. A small manufacturer
of designer-styled styrofoam cups is experiencing customer dissatisfaction because bottoms of
some of the cups fall out shortly after being filled with hot coffee. The problem is serious enough
that sales may be lost unless the production problem is fixed. The cups enjoy a premium price
because of novel design. A consulting engineer is called to examine the situation and suggest
a course of action that may be used to determine the cause of the product failures.

The cups are produced by injecting styrofoam beads into a mold which is then heated with
steam to fuse the beads together and form the cup. Other styrofoam products are manufactured
in the same plant using the same steam boiler source for heating, but no failures have resulted
in these other products. The client was asked about manufacture of other product items at the
same time as the cup machine operation, with the possibility that the boiler may have been
overloaded. No answer was forthcoming. The boiler manufacturer steadfastly assured the client
that the boiler should be able to meet specifications of 120 boiler horsepower with perhaps
20 percent overload capability. A conference between the consulting engineer and company
management suggests several possible causes for the cup fabrication problem:

1. The steam is not hot enough or does not flow in sufficient quantity to accomplish the fusing
process in all of the cup machines. There are 12 cup machines in all.

2. Some or all of the cup molds are defective in design or construction.

3. Some or all of the machines may leak steam through faulty fittings. A check of all fittings
is scheduled immediately.

4. The cause of item 1 may be failure of the boiler to produce steam at its rated capacity, or the
design specifications on steam consumption for the cup machines may be incorrect, or both.

5. The syrofoam beads may be faulty. This possibility is rejected because no problems are
encountered with other products when using the same stock material.
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No tests have ever been conducted on the steam boiler or the cup machines to determine
steam production and consumption. Therefore, the conclusion was reached that information on
these quantities must be determined before any corrective action is taken. There are ancillary
issues to be decided based on the results of such measurements and testing:

1. Was the boiler properly sized by the engineer designing the plant?

2. Was the boiler properly installed and does it meet specifications?

3. Do the cup machines consume steam at the rate specified in the design of the plant?

Answers to these questions may indicate legal liability for expenses to correct the problem,
so there is a need to be reasonably confident in whatever experimental measurements are taken.
In addition, the data may be used in the design of future production facilities, so confidence in
the measurements is needed in this regard also.

Despite some cup failures, sales of the specialty products have been maintained and the
production line is still operating at capacity, 24 h per day, and any disruption of the line may
cause loss of revenue.Any experimental program must operate under the constraint of minimum
downtime for the steam system. Based on the initial conversations, the engineer is asked to
develop a plan to experimentally determine the performance of the boiler and cup machines.
A simple schematic of the cup machine portion of the system is given in Fig. Example 16.3a.

After a tour of the plant, the engineer returns to management to obtain the following
additional information:

1. Specifications for the boiler: 120 boiler hp at 100 psig saturated steam, 70◦F water inlet.
Note: 1 boiler hp= 33,479 Btu/h.

2. Design consumption rate of each cup machine: 10 boiler hp at 100 psig saturated steam.

3. Schedule and sequence of operation of the 12 cup machines.: 6 h operation, 2 h reload
time, adjustment and cleaning, three times per 24-h day. The production schedule attempts

T, p

T, p

T

T, p T, p

A B C

Steam supply

Condensate

Cup
machines

Air � Fuel

Boiler

Flow
meter

Figure Example 16.3a Schematic of steam flow for cup machines.
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to maintain at least 8 of the 12 machines in operation all the time. The piping and cup
machines are arranged so that the machines operate off a steam header in groups of four
machines. It is not easy to change this piping, so the experiment must be designed to
accommodate these groupings.

4. Except for a pressure gage and temperature indicator at the boiler outlet, and combustion
temperature indicator, no instrumentation is presently installed on the boiler or available
at the plant. Small (2-in-diameter) pressure gages are installed on the inlet lines to each
cup machine.

5. Qualified technician support is available for installation of instruments and recording of
data, except for the third shift, which operates from midnight to 8 a.m. Persons may be
shifted to work on an overtime basis. To minimize costs, company personnel should be
used for data collection as much as possible. The company will procure instrumentation
unless something particularly expensive is required.

6. Management is asking for advice on the accuracy (uncertainty) to be achieved in the
measurements, in case some legal liability action is taken, and for guidance in future
design of expanded production facilities.

7. In view of the urgency of the matter, management requests that the tests be performed as
soon as possible and that maximum advantage be taken of the 2-h “off” time for loading
and maintenance of the cup machines.

8. The tests are to be conducted under the supervision of a registered professional engineer.
(The consulting engineer is registered, so this is no problem.)

9. A proposal for accomplishing the needed tests, including time schedule, proposed report
submission, and costs, is requested of the consulting engineer.

Design Protocol

The design protocol for this project is primarily influenced by items 6(O, P, Q) in Table 16.1.
Not only is the client in a rush for the experiments to be conducted, but the tests must conform
to the regular production time schedule without unnecessary disruption in that schedule. A
detailed check with the production people reveals that the on-line and downtime of the groups
of cup machines are only approximate for operation in 6- and 2-h time segments. At some
times, all three groups of four machines are operating, while at other times only one group is
operated. An average of two groups appears to be operating over each 24-h period.

Because of the grouping of banks of four machines operated off a common steam header, it
will not be possible to measure individual steam consumption for each machine; only the aver-
age consumption for each bank can be determined. If the results indicate substantial differences
between groups, then further study or examination of the setup may be proposed.

Since the boiler specification calls for a rated output of 120 boiler hp and each machine car-
ries a tentative design specification of 10 boiler hp, it appears that operation of all 12 machines
may produce an overload. Then, there could be a possible decrement in steam flow to an individ-
ual machine below that flow necessary for maintaining proper fusion of the feedstock material.

Acknowledging the desire of the client to minimize consultant expense and maximize use
of his own personnel, the engineer proposes that the program be conducted by himself and two
associates, working over 24-h periods, along with company personnel as needed. The client
accepts this proposal. The decision is made that critical monitoring of pressure, temperature, and
flow measurements will be performed by the consulting persons, while company personnel will
be limited to strict adherence to a time schedule of operating sequence designed by the engineer.
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Measurements to Be Performed

Since all steam flow leaving the boiler arrives at the cup machines (with no other production
items), the flow to each group of four machines may be determined by a careful sequencing of
operation and flow, temperature, and pressure measurement at the boiler itself. The consultant
and his associates will take these measurements.

Referring to Fig. Example 16.3a, the specific measurements that will be taken are:

1. Condensate flow rate to boiler. A positive-displacement flowmeter calibrated in gallons
is proposed, with readings to be taken at specified times. (A commercial-type water con-
sumption meter is satisfactory for such measurement.)

2. Temperature and pressure of condensate entry to boiler.

3. Temperature and pressure at outlet of boiler. Enthalpy determination will be made if in the
saturation region.

4. Combustion gas flow, temperature and pressure (for reference only).

5. Time in hours-minutes-seconds for above parameters; recorded by a digital clock.

The measurements to be performed by the shop personnel are the following:

1. Start time and stop time for each bank of four machines.

2. Pressure and temperature at inlet to each bank of machines recorded each hour. This
measurement is not judged to be very accurate and is mainly for reference in case of
substantial leakage or failure.

3. Observations of any quality control problems as stipulated by the production manager.

Timing and Sequencing of Operation and Measurements

The production manager suggests that the banks of machines not be operated longer than 6-h
periods. If needed, the reloading maintenance operation can be performed in 1 h instead of 2.
Average operation of 8 machines should be maintained over 24-h periods to ensure production
goals.

During the tests, sequencing of operation of the banks of machines must be organized to
provide performance information on the individual banks as well as joint operation of dual and
triple banks of machines.

With the above requirements in mind, a schedule for operation of the banks of machines
is proposed as shown in Table Example 16.3a. The groups are designated as A, B, and C.
Appearance of a “1” in the table indicates that the machine group is operated at that hour.
Appearance of a “0” indicates that the machine is shut down for reloading and maintenance.
No bank of machines is operated for longer than 6 h. In a few cases only 1 h of downtime is
available, e.g., from midnight to 1:00 a.m. on day 3 for group B and midnight to 1:00 a.m. on
day 2 for group C. The timing sequence is arranged so that there are times when single groups
are in operation, dual groups in service, and all groups producing product. Summaries of these
sequences for each of the 4 days is given at the bottom of the table. Each of the single or dual
groups occurs three times in each 24-h period. Operation of all groups (A+B+C) occurs for
8 h in each 24-h period. The average number of machines on line in any 24-h period is 7,
slightly short of the 8-machine specification, but tolerable in that the experiment design allows
for individual measurements of operations of banks A, B, and C.
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Table Example 16.3a Proposed sequence of cup machine operation

Day 1 Day 2 Day 3 Day 4 Day 5

Hour A B C A B C A B C A B C

24 =
midnight

1 1 0 0 1 0 0 0 0 1 0 1 0
2 1 1 0 1 0 1 0 1 1 1 1 0
3 1 1 1 1 1 1 1 1 1 1 1 1
4 1 1 1 1 1 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1 1 1 1 1 1
6 1 1 1 1 1 1 1 1 1 1 1 1
7 0 1 1 0 1 1 1 1 0 1 0 1
8 0 0 1 0 1 0 1 0 0 0 0 1
9 1 0 0 1 0 0 0 0 1 0 1 0

10 1 1 0 1 0 1 0 1 1 1 1 0
11 1 1 1 1 1 1 1 1 1 1 1 1
12 1 1 1 1 1 1 1 1 1 1 1 1
13 1 1 1 1 1 1 1 1 1 1 1 1
14 1 1 1 1 1 1 1 1 1 1 1 1
15 0 1 1 0 1 1 1 1 0 1 0 1
16 0 0 1 0 1 0 1 0 0 0 0 1
17 1 0 0 1 0 0 0 0 1 0 1 0
18 1 1 0 1 0 1 0 1 1 1 1 0
19 1 1 1 1 1 1 1 1 1 1 1 1
20 1 1 1 1 1 1 1 1 1 1 1 1
21 1 1 1 1 1 1 1 1 1 1 1 1
22 1 1 1 1 1 1 1 1 1 1 1 1
23 0 1 1 0 1 1 1 1 0 1 0 1
24 0 0 1 0 1 0 1 0 0 0 0 1 R
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Single and Dual Groupings
A A C B
A+B A+C B+C A+B
B+C B+C A+B A+C
C B A C

All days A+B+C
A, B, C = Groups of 4 cup molding machines each

The total number of 1-h samplings for the single and dual sequences over the 4-day
period are:

Number of
Banks 1-h Samples

A 9
B 6
C 9
A+B 9
B+C 9
A+C 6
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This number of samples should be enough to allow a reasonable determination of the average
steam consumption of each bank of four cup machines.

A fifth day of testing is proposed as contingency in case of unforeseen breakdowns during
the 4-day program.

Design Calculation for Flowmeter

The rated power of the boiler is

120 boiler hp = (120)(33,479) = 4.02× 106 Btu/h

The rated powers for the cup machines are

10 boiler hp = 3.35× 105 Btu/h

The enthalpies for rated output at 100 psig dry saturated steam and 70◦F feedwater are

hg = 1190.4 Btu/lbm T = 338◦F

(Preliminary observations indicate a boiler output temperature of about 350◦F or 12◦F
superheat.)

hf at 70◦F = 38 Btu/lbm

The design flow rate for the boiler is therefore

ms = 4.02× 106

1190.4− 38
= 3488 lbm/h

or 6.98 gal/min at 8.33 lbm/gal for the feedwater.
The corresponding flow for the cup machines is 0.582 gal/min, or 2.328 gal/min for each

of the 4-machine groups.
Since the groups of cup machines will be operated for at least 1 h at a time, one may

assume that at least 30 min will be available for measuring each quantity of water. Thus,
120 boiler hp is equivalent to 209.4 gal over a 30-min period
40 boiler hp (4 cup machines) is equivalent to 69.8 gal over a 30-min period
A positive-displacement meter selected has a stated accuracy of 1.0 gal (least count) or

2 percent of elapsed volume indication, whichever is greater. So, for these flows, the 2 percent
figures are:

2% of 69.8 gal = 1.4 gal

2% of 209.4 gal = 4.19 gal

Therefore, the 2 percent figure will be taken as the uncertainty for the flow quantity measurement.

Uncertainty in Flow Rate Determination

The flow rate is determined from

Q = G2 −G1

t2 − t1

where the G’s are the flow quantities in gallons at the beginning and end of the 30-min period.
The t’s are the recorded times at beginning and end of the measurement period. From the above
flow calculations wG/G is taken as 0.02, which enables a calculation of the uncertainty in
�G = G2 −G1. A reasonable estimate of the uncertainty for each time measurement may be
about 10 s, taking into account reading time for the meters, etc. The uncertainty in �t may then
be calculated as about 14 s, and finally, an estimate made for the uncertainty in Q. Using the
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above figures and Eq. (3.2) gives an estimate of

wQ ≈ 2.7%

This may be considered negligible for this kind of experiment.

Temperature and Pressure Measurements

A new bourdon tube pressure gage will be installed on the boiler outlet line. Thin adhesive-
backed thermocouples will be installed on the same line and the condensate/feedwater inlet
lines. Readings of the temperatures will be made with a hand-held digital thermocouple meter
having a least count of 0.1◦F. After installation, the thermocouples will be wrapped with
insulating tape and covered with insulation. The same type of thermocouple will be installed
on the inlet lines to the cup machines where they will be monitored from time to time by
the production people. Considering the standard tolerances for thermocouple manufacture
(see Table 8.3) the uncertainty for the temperature measurements is estimated at ±2.5◦F.

The uncertainty in the pressure measurement is estimated at ±2 percent of full scale for
a 0 to 200 psig pressure gage, or ±4 psig.

Determination of Heat Rate for Boiler

Using the nomenclature of Fig. Example 16.3a, the heat rate for the boiler is given by

q = m(hout − hin)

Taking into account the uncertainties in the temperature and pressure measurements stated
above, the uncertainty in the enthalpy difference is about ±5 Btu/lbm or about 0.5 percent.
Combined with the uncertainty of flow measurement of ±2.7 percent, the uncertainty in the
heat rate determination is less than 3 percent. This is a satisfactory figure.

Collection of Data and Calculations

Two proposed data sheets are shown in Figs. Example 16.3b and 16.3c. The boiler data sheet is
organized in spreadsheet form so that the data may be entered into a computer for calculation of
the desired results. The columns and formulas for these calculations are not shown because the
display would be too large for printing here. Conversion of units will all be taken into account in
the spreadsheet calculation formats. Depending on how busy he may be, the engineer recording
the measurements may enter data into a computer during the test periods as well as listing them
on the data sheet. The hand entry data sheet must be retained in case of computer failure.
Otherwise, the tests might need to be repeated, at increased cost to the client.

Figure Example 16.3b
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Figure Example 16.3c

Note column L. The engineer must communicate with the production technicians to verify
which groups of machines are in operation, that is, that they are following the design sequences.
This communication will be accomplished with cell phones. Once the engineer is satisfied that
a steady operating condition is in effect, data collection may begin. Thirty-minute time periods
for the flow measurement are judged to be sufficient.

The data sheet proposed for the operating technicians is shown in Fig. Example 16.3c. No
calculations will be performed from these sheets, so there is no need to display column and row
headings. Assuming correct communication between the technicians and engineers, these data
sheets will serve mainly as backup confirmation of the operating times for the three groups of
machines. Observations regarding product quality may be coordinated with the measurements
if something unusual occurs.

Data Analysis Procedure

As previously noted, individual measurements will be made of the steam consumption for each
of the three groups of cup machines. In addition, the group consumption rates may be obtained
from solutions of the simultaneous equations

(A+B)avg = K1

(B+C)avg = K2

(A+C)avg = K3

where the K values are calculated as an average value of the measurements taken for A+B,

B+C, and A+C, e.g., at hours 2, 10, and 18 on the 1st day for A+ B.
Finally, a check on the calculation may be made from measurements of

(A+ B + C)avg = K4

where this K4 value is taken over the large number of measurements of consumption with all
cups operating. Standard deviations may be computed for each of the average or arithmetic
mean values determined above using

σA =
[∑n

1(A− Aavg)
2

n− 1

]1/2

where n is the number of samples for A, B, and C involved in the determination of Aavg, etc.
Depending on the actual steam consumption rates observed, more reliance may be placed

on some sets of measurements than on others.
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Anticipated Results

Based on experience with similar equipment, the consultant expressed doubt that the boiler
performance would fall short of specifications. No predictions about steam consumption for the
cup machines were offered by anyone. Production persons acknowledged that the faulty cups
could have been produced when the system was also delivering steam to another product line of
styrofoam ice chests. All persons agreed that experimental determination of cup machine steam
consumption rates was desirable, both from the standpoint of maintaining product quality and
for purposes of design of future expansion of the production lines.

Report Requirements

The consultant proposed that the report for the project include:

1. The design of the experiment plan as described above

2. Calculation methods

3. Computer disk and summary tables of data and calculations of average steam consumption
rates in accordance with the stated calculation methods.

4. Summary of measured results

5. Recommendations for:
a. Solution of cup quality control problem
b. Design of production line expansion
c. Other matters that may arise

Proposed Budget

As mentioned previously, the client has asked for a budget and cost estimate for performing the
planned experiments, analyzing the results, and reporting recommendations, in other words, a
package or turnkey price. The cost of the project is mostly the result of hourly consulting fees for
the engineers. A suggested format for the proposed budget is shown in Table Example 16.3b.
If further studies are needed, they can be contracted for after the experimental program is
completed.

Summary Comments

This experiment is rather simple in terms of the actual physical measurements that must be
performed. Great precision is not required in the temperature and pressure measurements,
and the flow determinations are made over a rather extended period of time to smooth out
fluctuations in machine operation. There are no dynamic response considerations or need for
elaborate analysis of data.

The experiment design, however, is rather involved because of schedule requirements and
the need to avoid disruption of the production process. There is also a requirement for careful
coordination between the engineers and the production staff at the client’s facility. Maintaining
a consistent product output forces a strict schedule upon the engineers and technicians for
collection of data that will provide an accurate representation of the performance of the boiler
and consumption rates for the cup machines. The sequencing of machine group operations
presented in Table Example 16.3a is not the only schedule that would produce satisfactory
data, but it should be a workable one.

Use of a data acquisition system would be ill advised for this set of experiments because
of the low tolerance level for errors that could require repeating segments of the test program.
As stated above, the plan calls for data collection by hand in a format for computer spreadsheet
analysis. With the schedule as open as it is, there should be ample time for entry of the data into
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Table Example 16.3b Proposed budget for tests of cup machines

1. Preliminary expenses:
Consultations
(Dates) ——— h at $——— /h =———
Analysis of problem and planning
(Dates) ——— h at $——— /h =———
Photocopy charges —————

2. Instrumentation (installed by client)
a. Flowmeter —————
b. Thermocouples ———
c. Pressure gages ———
d. Portable temperature indicators ———
e. Miscellaneous supplies ———

3. Planned testing
a. Senior engineer, 8 h/day, 4 days at $——— /h =———
b. Two junior engineers, 8 h/day, 4 days at $——— /h =———
c. Contingency, 5th day of testing, $———

4. Preliminary analysis of data, 8 h at $——— /h =———
5. Consultation with client, 4 h at $——— /h =———
6. Final analysis of data, report, and recommendations, 12 h at $——— /h =———
7. Final consultation, 2 h at $——— /h =———
Total project estimated cost ———

a portable computer also. If the spreadsheet program is checked and loaded in advance, it will
then be an easy matter to produce a printout of preliminary results at the end of the first day.

This example illustrates how an experiment design may involve other considerations
which override concerns of accuracy of measurements, instrument precision, and other tech-
nical factors.

Example 16.4SOLAR ASSISTED HEATING SYSTEM. A manufacturer of solar collectors produces
a unit to provide supplemental energy input for a heat pump system for residential housing.
The manufacturer teams up with a producer of heat pumps to provide a combined system
shown in the schematic of Fig. Example 16.4. The team subsequently obtains a small business
government grant to conduct “demonstration” experiments with and without the solar assist
with an objective of establishing the savings in electric power consumption.

Recognizing the commercial nature of the tests as well as the number of variables which
may enter into evaluation of the final results, the solar collector–heat pump team contracts
with an independent consulting engineer to design the experiment so that the results will be
as unbiased as possible, and acceptable for commercial marketing purposes. The objective is
to achieve an experiment design that will provide ample data for analysis without omission of
important parameters. The actual data reduction and analysis will be accomplished later. The
tests are expected to be conducted over a 13-month period so that all seasons of the year may
be included in the time span. Minor modifications in the data collection may be expected from
time to time as preliminary calculations are performed during the year.

The purpose of this example is show how an experiment can be designed to ensure all
necessary data are collected without giving details of the eventual calculations that may be
performed.
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Figure Example 16.4

Two essentially identical houses of new construction, with new appliances, are available
for the tests. One will be fitted with a heat pump all-electric system, and one with the heating
cooling system that includes the solar assist indicated in the schematic diagram. While the
objective of the tests could be the answer to a single question: “Does the solar assist pay for
itself in reduced electric consumption?” the answer is not as simple as it may appear. The
solar–heat pump team recognizes that much detailed information should be obtained to reach
an understanding of the fine structure of the system behavior.
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Consulting Table 16.2, it is obvious that the first step in the design protocol is a conference
between the engineer and the solar–heat pump team to provide a list of questions to be answered
by the experiments. This initial set of questions, comments, and tentative solutions is given as
follows:

1. While the two houses are identical in construction and size, the actual energy consumption
may vary because of (a) different temperature settings by the occupants and (b) different
behavior patterns of the occupants, for example, frequency of entries and exits from the
house, frequencies of showers and baths, laundry, lighting patterns. The test setup must be
able to detect these differences, at least partially.

2. As with most heat pumps, some operation with electric resistance supplemental heating
can be expected during the coldest time periods. The exact amount of such heating should
be measured.

3. Total electric power consumption is influenced by many factors, such as cooling, laundry,
frequency of hot water use, stereo and computer equipment, lighting, and more. The test
should be able to indicate the power consumption directly attributable to the heating and
cooling system and the savings associated with supplemental solar assist.

4. For reference, data should be provided on the amount of solar irradiation and the corre-
sponding weather patterns (rainy, cloudy, or bright sunlight).

5. Detailed temperature and flow measurements should be obtained that will enable determi-
nation of performance of the heat pump and solar collector.

6. The measurements should be performed with a data acquisition system that can operate
over 24-h periods for several days at a time without the physical presence of test personnel.
Retention of the data on both printed strip charts and computer memory is desirable. The
data stored in computer or data acquisition memory should be in a form that may be
manipulated later with conventional data analysis methods, for example, spreadsheets.

7. While the tests are being performed over the 13-month period there should be minimal
interference with or interruption of the daily activities of the residential occupants. Ideally,
the residents should be unaware of the tests except when the personnel appear to collect
data output.

8. Any maintenance or repair functions required for the heat pump, solar assist unit, or
household appliances should be performed immediately, so that they will have minimal
influence on the energy consumption results.

9. Climatological data (barometric pressure, temperatures, humidity) for the particular loca-
tion should be collected, as well as that for the local weather station.

10. Some calculations and comparisons of energy consumptions should be performed at least
once a month during the test program.

General Considerations

Consulting Table 16.1, we see that this type of experiment falls clearly in category 7 for “com-
mercial” purposes, although category 8 “want to know” is certainly of ancillary importance. An
argument can be made that the results of the experiments can be predicted from analysis, taking
into account the insulation and construction of the house, known performance characteristics
of the heat pump, and average climatological data for the particular locale. The advantage of
a demonstration-type project is that the results include human variance factors that occur in
real life, including responses to equipment failure and maintenance problems. We could pursue
these arguments further, but that would be getting away from the objective here of designing
the experiment to produce the desired results.
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System Operation

Before going further, let us examine the schematic diagram of the solar assisted heat pump
shown in Fig. Example 16.4. We assume the solar collector will be taken out of the system in
the cooling mode so the operation is indicated only for the heating mode. The condenser, or
heating unit, receives the hot refrigerant gases at point 7 and gives up heat to the house through
a forced air finned tube heat exchanger. Supplemental electric resistance heating is provided
downstream from the heat exchanger and is indicated at that point on the diagram. The liquid
from the condenser is reduced in pressure in the expansion valve and enters the evaporator–
heat exchanger at point 9, where it absorbs heat from a circulating ethylene glycol (antifreeze)
solution. This solution is pumped through either the solar collector or fan-air heat exchanger,
or both. The three-way valve regulates the flow of glycol so that all the flow is diverted to
the air heat exchanger when the solar collector no longer provides heating, as at night. This
regulation is controlled by a temperature-sensing element at point 1. In the cooling season the
solar collector is taken out of the circuit. On the coldest days the presence of the solar collector
may make it possible to operate without supplemental electric resistance heating.

Design Protocol

Clearly, there are several measurements necessary to satisfy the 10 test objectives described
above. As our next step in the design process, we will specify and list the actions that can be
taken to satisfy these requirements. We list them in the same order as above.

1. The different operating characteristics for the two houses and residents may be measured
with the following parameters: (a) inside air temperature measured at the thermostat loca-
tion; (b) approximate measurement of inside humidity; (c) determination of electric power
consumption for nonheating and cooling appliances, including the hot water heater. This
determination is most easily accomplished by measuring the power consumption for all
elements of the heating and cooling system, and then subtracting the sum of these energies
from the total power consumption, i.e.,

Powernon-heating cooling = powertotal −
∑

powerheating cooling units

The heating and cooling units are the compressor, glycol pump, resistance heater, and
two air fans. The energy input to these units should be monitored continuously. (d) The
entrance and exit traffic can be determined by using a sensor that records the opening and
closing of each exterior door. It is possible to calculate (estimate) the heating or cooling
load that results from such traffic.

2. The power input to the resistance heater should be monitored, as described above.

3. Covered in item 1.

4. A solar radiation-measuring device can be installed on the solar collector. Without per-
sonnel on the scene, it is difficult to record atmospheric conditions, but the solar radiation
measurement itself should provide a good indication of cloudy skies, etc.

5. In addition to the power measurements indicated in item 1, and the indoor temperature
and humidity, the temperatures at points 1 through 9 should be recorded continuously. The
total flow rate delivered to the pump at point 3 and the flow through the collector at point
5 should also be measured. These measurements will permit an execution of the mass and
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energy balances given by

m4 = m3 −m5

m2 = m3

m5 = m1

Energy absorbed in solar collector = m5(h1 − h5)

Energy absorbed in outside air fan unit = m4(h4 − h5)

Total energy delivered to evaporator =Qevap = m3(h2 − h3)

Total heating delivered to house =Wcomp +Winside fan +We +Qevap

In addition to the above measurements the outside air temperature and approximate hu-
midity should be recorded.

6. A number of data-logger or data acquisition systems are available on the market that will
accommodate the requirements of this experiment. Power interruptions are not expected,
so the use of a noninterruptible power supply should be unnecessary.

7. This requirement simply means what it says. Personnel should be courteous to call before
arriving to collect data.The data acquisition system should be installed in a separate external
shed that may be accessed without entering the residence. The residents will probably be
curious about the test results, but they should be advised to maintain their regular lifestyle
and living patterns.

8. Since both houses will be new construction with all new appliances, breakdowns should
not occur. That said, failures do happen and plans should be made to give priority treat-
ment to any needed repairs. Obviously, the heating and cooling units should be repaired
immediately if any problem should arise.

9. The need for collection of outside air temperature and humidity data has already been
indicated. For reference, the high and low temperatures from the local weather station
should also be recorded.

10. The personnel conducting the test will discover very soon that monitoring over 24-h periods
collects a large amount of data. At the start, it may be prudent to make some of the energy
consumption–balance calculations indicated above on a daily or weekly basis to be sure
that everything is working properly. After that, monthly calculations should suffice.

Instrumentation

The proposed instruments are:

1. Temperatures: either thermocouples or resistance temperature detectors (RTDs) may be
employed, depending on the selection of data logger.

2. Flowmeters: Turbine meters (Sec. 7.6) for the two glycol flow measurements are suggested.
No flow measurements of the refrigerant internal to the heat pump are anticipated.

3. Electric power: Commercial recording meters are available to measure watt-hour electric
energy as a function of time. These meters should be connected to measure
a. Total electric energy consumption for the house.
b. Energy consumption for the compressor–internal fan combination.
c. Energy consumption for the external fan.
d. Energy consumption for the supplemental resistance heater.
e. Energy consumption for the glycol pump will be very nearly constant as long as it is in

operation. Therefore, a single measurement of energy consumption may be made, along
with recording of times of operation to determine energy consumption. This pump will
not be involved for the house without solar assist.
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The assumption is made that the pricing of electric energy for the residences is based
on total energy (watt-hours) consumed and is not dependent on time of day usage or peak
“demand.” Demand charges are common for commercial installations, but rare in personal
residences. If a demand charge is imposed by the electric utility, then the electric meter for the
total house consumption must be able to record such information.

Evaluation of Results

This experiment is not one that should be expected to have clear-cut results. The measurements
by themselves should provide indications of the savings in electric energy resulting from solar
assist. Savings should indeed be observed, but the economic value of these savings may be
difficult to appraise. Some questions that arise are:

1. Does the electric utility provide an incentive in pricing for installation of such energy
conservation measures, as either a direct rebate applied to equipment purchase, or a rate
adjustment?

2. Is there a possible tax break for installation of energy conservation measures?

3. Is a prospective user “environmentally sensitive” and willing to invest in measures that
reduce power plant emissions?

4. How can one estimate the add-on cost of the solar assist in terms of future installations?
Will the cost drop for an increase in the number of such installations? How much should
the cost drop?

5. Are there ancillary uses for the solar collector, such as heating a swimming pool, even
during times of the year when heating of the house is not required? Could the solar collector
also be used to provide part or most of the heating for hot water all year? Should the ancillary
uses of solar energy noted be planned from the start, including an increase in the size of
solar collector? How should one apportion costs in these cases?

The point of the above remarks is to emphasize that this kind of experiment cannot be
designed to answer the single question: “Does it pay to install a solar assisted heat pump?” The
experiment can provide results that will be useful in obtaining at least a partial answer to the
question. In terms of our design protocol and use of Table 16.2, this means that items 2, 3, and
5 will have incomplete answers at the end of a successful experiment.

Evaluation of Measurement Uncertainties

Except for gross mistakes in installation, the measurement readings for these experiments
may be taken at face value. The uncertainties and variations of weather patterns and occupant
behavior will likely override any errors or uncertainties that may be present in the measurements
of temperature, flow rate, or electric energy consumption. This is not to say that one may
be careless with the measurements. Gross mistakes do occur, for example, setting the data
recorder for the wrong type of thermocouple or faulty installation of temperature sensors so
that radiation effects significantly influence them. As a prudent matter, temperature sensors
should be checked before installation and the combination of sensors and data logger should be
examined to ensure that everything is operating properly. Other than these checks, execution
of a formal uncertainty analysis is probably unnecessary.

Presentation of Results of Experiments

We have already indicated some of the energy balances that need to be performed, and
noted possible difficulties in evaluating the economic results of the experiments. Using these
energy balances, a reasonable set of technical results may be arranged as shown in Table
Example 16.4. The results should be presented in both graphical and tabular form. Note the
modifications called for in item 6. The engineer must evaluate the data for both residences
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Table Example 16.4 Proposed presentation of results

1. Weekly kWh total electric consumption of residences with and without solar assist.
2. Weekly kWh heating and cooling electric consumption of residences with and without solar assist.
3. Weekly kWh non-heating and cooling electric consumption of residences with and without

solar assist.
4. Actual weekly electric energy costs with and without solar assist.
5. Fraction of heating provided by solar assist on a weekly basis.
6. Modifications to heating and cooling loads of residences to account for differences in:

a. Behavior patterns of residents (number of entrances and exits, and extra heating or
cooling requirements resulting from differences in appliance or lighting use).

b. Difference in thermostat settings by residents.

These adjustments should be made on the basis of accepted ASHRAE calculation methods.

7. Adjusted values of items 1 through 5 based on calculations of item 6.
8. Weekly average solar irradiation on collector.
9. Average weekly outside air temperature.

10. Average weekly inside air temperature for each residence.
11. Comments on unusual observations.

and make a judgment as to whether sufficient differences exist to justify this calculation. We
cannot elaborate further except to say that adequate methods are available for effecting the
calculations. A decision in this matter is best made by an engineer experienced in HVAC
systems.

Summary Comments

This experiment is different from the other examples in that conclusive results are not expected
even when the experiment goes well and is properly executed. It is different also because it
extends over a long period of time and does not require close monitoring. It is still different from
the others we have considered with the absence of a need for uncertainty analysis. Extension
of the notions mentioned in item 6 of Table Example 16.4 would involve details of HVAC
calculations that are beyond the scope of this presentation. Because the eventual evaluation of
the results of the experiments involves factors that are not easily quantified, the experiment
design protocol is left in an unfinished state. We shall rely on the ability of the reader to mentally
extend the process in his or her own mind.

Example 16.5BURNING LEGAL TESTS. A man incurs burns on the upper part of his body. About
6 months later he consults an attorney, who advises a lawsuit claiming that leakage of fuel from
a butane cigar lighter was responsible for the burns. The suit is filed against the manufacturer
of both the butane lighter and the canisters used for refueling. The suit alleges faulty design
and asks for substantial damage awards. The attorney for the plaintiff is filing the case on a
contingency fee basis.

The attorney for the defense hires a consulting engineer to evaluate the faulty design claim
and perform tests as needed to refute the claim. A brief summary of the facts regarding the case
was established by the attorney as follows:

1. The plaintiff was indeed burned in the chest area and treated for the burns in the emergency
room of a local teaching hospital. At that time, the plaintiff claimed that his T-shirt caught
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on fire while he was smoking a cigar, but medical records do not so state and the attending
physician does not recall the matter after 6 months. The plaintiff was treated for the burns
in two follow-up visits to the hospital.

2. The plaintiff claims that the butane lighter leaked fuel on his T-shirt during the filling
process and that this fuel caught fire when he lighted a cigar. He was burned before he
could douse the fire.

3. The plaintiff no longer has the T-shirt, and there is no record of its being presented at the
emergency room.

4. The butane lighter and fuel canister are available for inspection by the defense attorney
and his expert consultants. In addition, the defense attorney has purchased from a retail
store like items for comparison in construction and materials.

5. The plaintiff has no medical insurance.

6. As mentioned above, the plaintiff waited 6 months before filing any kind of product com-
plaint or contacting an attorney.

An initial conference between the defense attorney and the engineer is arranged to set the
objectives of a test plan. As in most lawsuits the overriding objective is

Win the case and/or minimize damage awards and attorneys fees.

An insurance carrier is paying the defense fees based on the liability policies of the manufac-
turers. The insurance company will also pay expert witness (consulting engineering) fees.

The attorney-engineer conference covers items 1, 2, 3, and 6 of Table 16.2 and establishes
some tentative objectives.

1. Examine the products for defects in construction or design and comment thereon. If ap-
propriate, comment on measures that might be taken to correct any faults in design.

2. Attempt to duplicate the filling-leakage process that the plaintiff alleges as the cause of his
burns.

3. Try to establish some careless behavior in the filling-leakage process by the plaintiff that
might account for the burns, other than that explained in item 2.

4. Conduct an actual experiment filling the butane lighter with an actual fire promoted on
cotton T-shirt material. Obvious safety measures should be taken such as having a fire
extinguisher on hand.

5. The above evaluations are to be made with a minimum of written records and reported
verbally to the defense attorney.

Design Protocol

The design of this experiment is directed at both fact finding and presentation of results which
will be advantageous to winning the case. We will assume that the engineer will not be able
to find anything defective in design or construction of either the butane lighter or the fuel
canister. In planning for the filling-leakage-flame tests, some additional questions that may be
asked are:

1. What fraction of the contents of the lighter, or what absolute quantity of fuel might be
expected to leak, spill, or dribble out during the filling process?

2. What action must one take to cause the leakage to occur?
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3. How long does it take for the fuel to evaporate from cotton T-shirt material so that it is no
longer a flame hazard?

4. How easy is it to ignite the cotton T-shirt immediately after dripping with leaked butane?

5. Once the butane is ignited on the T-shirt, how easily is the flame extinguished? Will striking
with bare hands do the job? Will the hands be burned as a result?

6. With deliberate effort, how easy is it to disperse a significant quantity of fuel onto T-shirt
material for ignition? How long does it take—in seconds?

7. Assuming answers are obtained for all the foregoing questions, what does one do with the
results?

These questions are not representative of a scientific inquiry at all, but suggest the follow-
ing simple tests.

1. Perform a filling operation. Observe the amount of leakage of fuel. If none, or very small,
repeat in a careless fashion to try to leak a significant amount of butane.

2. Observe where the leaked (forced or accidental) fuel goes. How can it get to a T-shirt being
worn by the person filling the lighter? Would the person need to be lying down, rather
than sitting or standing? Or, if the person has a vision problem, would it be necessary to
hold objects close to the face and possibly drip fuel down on the T-shirt?

3. Dispense a significant amount of butane (one-fourth to one-half the content of the lighter)
onto an old cotton T-shirt placed in a horizontal pan. Ignite immediately. Observe:
a. How long does it burn?
b. Can it be extinguished by striking with the hand? Take care not to burn the hand.
c. Does the T-shirt continue burning after the fuel is consumed and if so, how intensely?

Can it be extinguished by striking with the hand?

4. Repeat item 3, but delay ignition for a period comparable to the time between filling a
lighter and lighting a cigar (10 to 30 s?).

Possible Results of the Proposed Experiments

We will assume three scenarios for results of the experiments outlined above:

1. Very little leakage during filling, and very difficult to cause leakage. When butane is
intentionally placed on T-shirt material and ignited, the flame is not intense and is easily
extinguished by striking with the hand.

2. Significant leakage during filling. Fuel burns intensely on cotton material and is not easily
extinguished by hand action without incurring burns on the hand.

3. Little or no leakage during filling, but intense flame when fuel is ignited on cotton material.

There may be shadings of these choices, but they appear reasonable.

Analysis of Possible Results

If the result of scenario 1 is observed, or anything close to this result, the question must
immediately be raised: How did the man burn himself? One plausible explanation is that he
was smoking in bed and went to sleep, only to awaken with his chest on fire. In this event, the
lighter or fuel canister would have nothing to do with the burns inflicted, unless they were lying
in bed and caught fire also. But the physical evidence suggests no such burns on the lighter or
canister.

If the result of scenario 2 is observed, the lighter–canister combination has the poten-
tial to set the man ablaze, and one would have to speculate how the fuel got on the T-shirt.
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Depending on the degree which the test results may shade between scenarios 1 and 2, there are
various speculations the engineer and attorney can make regarding the actual circumstances
surrounding the burn incident.

Results of the Tests

For this example we state the results of the tests: Scenario 1 is observed with little or no leakage
during filling of the lighter. Moreover, when fuel is placed on the cotton material and ignited,
the flame is easily extinguished with the hands.

Presentation of Results

Item 3 of Table 16.2 is unusual in this example in that the engineer should present the results
in the form of a physical demonstration with verbal report only, as requested by the defense
attorney. Depending on how close the trial date is set, the attorney may wish to confront the
plaintiff with the demonstration evidence, or delay a while. Either way, the engineer is alerted
to the possibility of performance of the same tests in a court setting. If that should come to
pass, the test must be carefully orchestrated, with obvious safety measures, and conducted in
a legal format suggested by the attorney with trial judge approval.

The attorney for the plaintiff may want to question the engineer about the tests in a sworn
deposition. Keeping in mind the overall object of winning the case and/or settling with minimum
attorney and consultant fees, the engineer will probably be asked to put his efforts on hold until
both sides negotiate a possible settlement. The nature of such a settlement depends on many
factors beyond the scope of our discussion.

Summary Comments

The example considered here is a fairly simple legal case which can require experiments by a
competent engineer. The protocol is straightforward, though: lay out the alternatives, examine
each, conduct the experiments, and present the results. Note that the need for the experiments
arises from two sources: (1) an examination of the physical evidence of the butane lighter and
fuel canister that reveals no serious design flaws and (2) a need to explain the physical evidence
of burns on the plaintiff’s body which are central to the lawsuit. A plausible explanation has
been offered here of “smoking in bed.” Should the case go to trial, it would become subject to
all the uncertainties and vagaries of the legal system. These uncertainties may not be evaluated
with the methods of Chap. 3!

16.5 Summary

After presenting the five diverse examples of experiment design and execution,
we see that the use of such indefinite phrases as “sometimes,” “depends on,” “pos-
sibly,” and “variable” in Tables 16.1 and 16.2 is not inappropriate. The need for
uncertainty analyses in the experiment planning protocol and during analysis of
data varies widely from the extensive use in Example 16.1 to essentially none in
Example 16.5. Time schedule requirements vary from the relaxed annual project of
Example 16.4 to the rigid hour-by-hour protocol imposed by the production sched-
ule of Example 16.3. Precision measurement requirements vary from the rather
strict needs of Example 16.1 to a simple demonstration described in Example 16.5.
Budget restrictions are also variable, but have the common businesslike thread of
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required planning and avoidance of excessive expense for either personnel or
equipment.

The reporting and presentation-of-results requirements also vary widely in the
five cited examples. A rather detailed technical report is expected in Example 16.1,
with perhaps a follow-on technical paper submission. Example 16.2 also requires a
technical report, but without as much precision measurement. Example 16.3 requires
an action-oriented report that management can use for process modification immedi-
ately. In contrast, the eventual report requirement for Example 16.4 is vague and
indefinite and depends on evaluation of several factors outside the scope of the
experiments. Finally, only a verbal report accompanied by a burning demonstration
in required in Example 16.5.

The foregoing remarks contrast the widely different technical and reporting
requirements for the stated examples, but do not mention the one factor or element
of design protocol that projects a strong presence in all of the examples. There is
always a strong need for detailed consultation to establish the objectives and goals
of the experimental project, both at selected times before the experiments begin, and
thereafter as the program develops.

Of course, the consultation needs are listed as items 1, 2, 3, and 6 in Table 16.2.
In the consultations and discussions one should always be seeking a clear delineation
of the why as well as the how for the experiment. In other words the need for the
experiment should be clearly established. The need for each of the experimental
programs described in the five examples varies markedly. Confusion regarding the
objectives for the experiments can produce very poor results. It would not be enough to
demonstrate the plastic cup failures through a reduction in steam flow to the molding
machines, because the demonstration would not establish specific flow information
necessary for correcting the problem. On the other hand, scientific data could be
presented on the flame temperature for butane burning with air without offering any
clear rebuttal of the T-shirt fire scenario alleged by the plaintiff in Example 16.5.

The reader will no doubt be able to propose other factors which should be involved
in the design protocol, and suggest alternatives to the experiment outlines presented in
the examples. Such alternatives are encouraged, and may in fact offer improvements
over the procedures and plans developed here.

16.6 Problems

16.1. Expansion of information in experiment design examples. Examples 16.1 to
16.5 follow the design protocol suggested by Tables 16.1 and 16.2 in a general
narrative way with more or less specific references to the table entries. Select
one or more of the examples and make margin notations in the text which
designate cell references for Tables 16.1 and 16.2. Then check off these items
in a copy of each table. If there are serious omissions, suggest improvements
that might be made in the protocol for that example.
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712 C H A P T E R 16 • Design of Experiments

16.2. In Example 16.3, a schedule for collecting the steam consumption data was
specified which would not disrupt the manufacture of product. Can you suggest
an alternate schedule that would do as well?

16.3. At the close of Example 16.4 some questions of economic significance are
proposed. Can you offer other questions, or elaborate on the five items listed?

16.4. Example 16.5 presents a rather unusual experiment that an engineer might be
asked to perform. If convenient, consult an attorney experienced in such matters
(pro bono, of course) for comments.

16.7 References

1. Doebelin, Ernest: Engineering Experimentation: Planning, Execution, Reporting,
McGraw-Hill, New York, 1995.

2. Dhillon, B. S.: Engineering Design: A Modern Approach, McGraw-Hill, New
York, 1996.

3. Burghardt, M. D.: Introduction to Engineering Design and Problem Solving,
McGraw-Hill, New York, 1999.

4. Ullman, D. G.: The Mechanical Design Process, 2nd ed., McGraw-Hill, New York,
1997.

5. Eide, A., R. Jenison, L. Mashaw, and L. Northrup: Introduction to Engineering
Design, McGraw-Hill, New York, 1998.
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A P P E N D I X

A
Conversion Factors

and Material Properties

Table A.1a Conversion factors1

Length
12 in = 1 ft
2.54 cm = 1 in
1 μm = 10−6 m = 10−4 cm

Mass
1 kg = 2.205 lbm
1 slug = 32.17 lbm
454 g = 1 lbm

Force
1 dyn = 2.248 × 10−6 lbf
1 lbf = 4.448 N
105 dyn = 1 N

Energy
1 ft · lbf = 1.356 J
1 kW · h = 3413 Btu
1 hp · h = 2545 Btu
1 Btu = 252 cal
1 Btu = 778 ft · lbf
1 Boiler hp = 33497 Btu/h

Pressure
1 atm = 14.696 lbf/in2 = 2116 lbf/ft2

1 atm = 1.0132 × 105 N/m2

1 inHg = 70.73 lbf/ft2

Viscosity
1 cP= 2.42 lbm/h · ft
1 lbf · s/ft2 = 32.16 lbm/s · ft

Thermal conductivity
1 cal/s · cm · ◦C = 242 Btu/h · ft · ◦F
1 W/cm · ◦C = 57.79 Btu/h · ft · ◦F

1See also inside cover.
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714 A P P E N D I X A • Conversion Factors and Material Properties

Table A.1b Conversion factors between common SI and English units

Physical Quality Symbol SI-to-English Conversion English-to-SI Conversion

Length L 1 m = 3.2808 ft 1 ft = 0.3048 m
Area A 1 m2 = 10.7639 ft2 1 ft2 = 0.092903 m2

Volume V 1 m3 = 35.3134 ft3 1 ft3 = 0.028317 m3

Velocity v 1 m/s = 3.2808 ft/s 1 ft/s = 0.3048 m/s
Density ρ 1 kg/m3 = 0.06243 lbm/ft3 1 lbm/ft3 = 16.018 kg/m3

Force F 1 N = 0.2248 lbf 1 lbf = 4.4482 N
Mass m 1 kg = 2.20462 lbm 1 lbm = 0.45359637 kg
Pressure p 1 N/m2 = 1.45038 × 10−4 lbf/in2 1 lbf/in2 = 6894.76 N/m2

Energy, heat q 1 kJ = 0.94783 Btu 1 Btu = 1.05504 kJ
Energy, heat flow q 1 W= 3.4121 Btu/h 1 Btu/h = 0.29307 W
Energy, heat flux per unit area q/A 1 W/m2 = 0.317 Btu/h · ft2 1 Btu/h · ft2 = 3.154 W/m2

Heat flux per unit length q/L 1 W/m = 1.0403 Btu/h · ft 1 Btu/h · ft = 0.9613 W/m
Heat generation per unit volume q̇ 1 W/m3 = 0.096623 Btu/h · ft3 1 Btu/h · ft3 = 10.35 W/m3

Energy per unit mass q/m 1 kJ/kg = 0.4299 Btu/lbm 1 Btu/lbm = 2.326 kJ/kg
Specific heat C 1 kJ/kg · ◦C = 0.23884 Btu/lbm · ◦F 1 Btu/lbm · ◦F = 4.1869 kJ/kg · ◦C
Thermal conductivity k 1 W/m · ◦C = 0.5778 Btu/h · ft · ◦F 1 Btu/h · ft · ◦F = 1.7307 W/m · ◦C
Convection heat-transfer

coefficient h 1 W/m2 · ◦C = 0.1761 Btu/h · ft2 · ◦F 1 Btu/h · ft2 · ◦F = 5.6782 W/m2 · ◦C
Dynamic viscosity μ 1 kg/m · s = 0.672 lbm/ft · s = 2419.2 lbm/ft · h 1 lbm/ft · s = 1.4881 kg/m · s
Kinematic viscosity,

thermal diffusivity, and
diffusion coefficient ν, α 1 m2/s = 10.7639 ft2/s 1 ft2/s = 0.092903 m2/s
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A P P E N D I X A • Conversion Factors and Material Properties 717

Table A.6 Properties of air at atmospheric pressure (SI units)1
The values of μ, k, cp, and Pr are not strongly pressure-dependent
and may be used over a fairly wide range of pressures

μ, v, α,
ρ, cp, kg/m · s m2/s k, m2/s

T , K kg/m3 kJ/kg · ◦C × 105 × 106 W/m · ◦C × 104 Pr

100 3.6010 1.0266 0.6924 1.923 0.009246 0.02501 0.770
150 2.3675 1.0099 1.0283 4.343 0.013735 0.05745 0.753
200 1.7684 1.0061 1.3289 7.490 0.01809 0.10165 0.739
250 1.4128 1.0053 1.599 11.31 0.02227 0.15675 0.722
300 1.1774 1.0057 1.8462 15.69 0.02624 0.22160 0.708
350 0.9980 1.0090 2.075 20.76 0.03003 0.2983 0.697
400 0.8826 1.0140 2.286 25.90 0.03365 0.3760 0.689
450 0.7833 1.0207 2.484 31.71 0.03707 0.4222 0.683
500 0.7048 1.0295 2.671 37.90 0.04038 0.5564 0.680
550 0.6423 1.0392 2.848 44.34 0.04360 0.6532 0.680
600 0.5879 1.0551 3.018 51.34 0.04659 0.7512 0.680
650 0.5430 1.0635 3.177 58.51 0.04953 0.8578 0.682
700 0.5030 1.0752 3.332 66.25 0.05230 0.9672 0.684
750 0.4709 1.0856 3.481 73.91 0.05509 1.0774 0.686
800 0.4405 1.0978 3.625 82.29 0.05779 1.1951 0.689
850 0.4149 1.1095 3.765 90.75 0.06028 1.3097 0.692
900 0.3925 1.1212 3.899 99.3 0.06279 1.4271 0.696
950 0.3716 1.1321 4.023 108.2 0.06525 1.5510 0.699

1000 0.3524 1.1417 4.152 117.8 0.06752 1.6779 0.702
1100 0.3204 1.160 4.44 138.6 0.0732 1.969 0.704
1200 0.2947 1.179 4.69 159.1 0.0782 2.251 0.707
1300 0.2707 1.197 4.93 182.1 0.0837 2.583 0.705
1400 0.2515 1.214 5.17 205.5 0.0891 2.920 0.705
1500 0.2355 1.230 5.40 229.1 0.0946 3.262 0.705
1600 0.2211 1.248 5.63 254.5 0.100 3.609 0.705
1700 0.2082 1.267 5.85 280.5 0.105 3.977 0.705
1800 0.1970 1.287 6.07 308.1 0.111 4.379 0.704
1900 0.1858 1.309 6.29 338.5 0.117 4.811 0.704
2000 0.1762 1.338 6.50 369.0 0.124 5.260 0.702
2100 0.1682 1.372 6.72 399.6 0.131 5.715 0.700
2200 0.1602 1.419 6.93 432.6 0.139 6.120 0.707
2300 0.1538 1.482 7.14 464.0 0.149 6.540 0.710
2400 0.1458 1.574 7.35 504.0 0.161 7.020 0.718
2500 0.1394 1.688 7.57 543.5 0.175 7.441 0.730

1From Natl. Bur. Std. (U.S.), Circ. 564, 1955.
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718 A P P E N D I X A • Conversion Factors and Material Properties

Table A.7 Properties of dry air at atmospheric pressure (English units)1

T , ◦F μ, lbm/h · ft k, Btu/h · ft · ◦F cp, Btu/lbm · ◦F Pr

−100 0.0319 0.0104 0.239 0.739
−50 0.0358 0.0118 0.239 0.729

0 0.0394 0.0131 0.240 0.718
50 0.0427 0.0143 0.240 0.712

100 0.0459 0.0157 0.240 0.706

150 0.0484 0.0167 0.241 0.699
200 0.0519 0.0181 0.241 0.693
250 0.0547 0.0192 0.242 0.690
300 0.0574 0.0203 0.243 0.686
400 0.0626 0.0225 0.245 0.681

500 0.0675 0.0246 0.248 0.680
600 0.0721 0.0265 0.250 0.680
700 0.0765 0.0284 0.254 0.682
800 0.0806 0.0303 0.257 0.684
900 0.0846 0.0320 0.260 0.687

1000 0.0884 0.0337 0.263 0.690

1From: Natl. Bur. Std. (U.S.), Circ. 564, 1955.
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Table A.8 Properties of water [saturated liquid] (SI units)1

cp, ρ, μ, k, gβρ2cp/μk
◦F ◦C kJ/kg · ◦C kg/m3 kg/m · s W/m · ◦C Pr 1/m3 · ◦C
32 0 4.225 999.8 1.79× 10−3 0.566 13.25
40 4.44 4.208 999.8 1.55 0.575 11.35 1.91× 109

50 10 4.195 999.2 1.31 0.585 9.40 6.34× 109

60 15.56 4.186 998.6 1.12 0.595 7.88 1.08× 1010

70 21.11 4.179 997.4 9.8× 10−4 0.604 6.78 1.46× 1010

80 26.67 4.179 995.8 8.6 0.614 5.85 1.91× 1010

90 32.22 4.174 994.9 7.65 0.623 5.12 2.48× 1010

100 37.78 4.174 993.0 6.82 0.630 4.53 3.3 × 1010

110 43.33 4.174 990.6 6.16 0.637 4.04 4.19× 1010

120 48.89 4.174 988.8 5.62 0.644 3.64 4.89× 1010

130 54.44 4.179 985.7 5.13 0.649 3.30 5.66× 1010

140 60 4.179 983.3 4.71 0.654 3.01 6.48× 1010

150 65.55 4.183 980.3 4.3 0.659 2.73 7.62× 1010

160 71.11 4.186 977.3 4.01 0.665 2.53 8.84× 1010

170 76.67 4.191 973.7 3.72 0.668 2.33 9.85× 1010

180 82.22 4.195 970.2 3.47 0.673 2.16 1.09× 1011

190 87.78 4.199 966.7 3.27 0.675 2.03
200 93.33 4.204 963.2 3.06 0.678 1.90
220 104.4 4.216 955.1 2.67 0.684 1.66
240 115.6 4.229 946.7 2.44 0.685 1.51
260 126.7 4.250 937.2 2.19 0.685 1.36
280 137.8 4.271 928.1 1.98 0.685 1.24
300 148.9 4.296 918.0 1.86 0.684 1.17
350 176.7 4.371 890.4 1.57 0.677 1.02
400 204.4 4.467 859.4 1.36 0.665 1.00
450 232.2 4.585 825.7 1.20 0.646 0.85
500 260 4.731 785.2 1.07 0.616 0.83
550 287.7 5.024 735.5 9.51× 10−5

600 315.6 5.703 678.7 8.68

1Converted from A. I. Brown and S. M. Marco, Introduction to Heat Transfer, 3d ed., McGraw-Hill,
New York, 1958.
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720 A P P E N D I X A • Conversion Factors and Material Properties

Table A.9 Properties of water [saturated liquid] (English units)1

◦F cp, Btu/lbm · ◦F ρ, lbm/ft3 μ, lbm/ft · h k, Btu/h · ft · ◦F Pr

32 1.009 62.42 4.33 0.327 13.35
40 1.005 62.42 3.75 0.332 11.35
50 1.002 62.38 3.17 0.338 9.40
60 1.000 62.34 2.71 0.344 7.88
70 0.998 62.27 2.37 0.349 6.78

80 0.998 62.17 2.08 0.355 5.85
90 0.997 62.11 1.85 0.360 5.12

100 0.997 61.99 1.65 0.364 4.53
110 0.997 61.84 1.49 0.368 4.04
120 0.997 61.73 1.36 0.372 3.64

130 0.998 61.54 1.24 0.375 3.30
140 0.998 61.39 1.14 0.378 3.01
150 0.999 61.20 1.04 0.381 2.73
160 1.000 61.01 0.97 0.384 2.53
170 1.001 60.79 0.90 0.386 2.33

180 1.002 60.57 0.84 0.389 2.16
190 1.003 60.35 0.79 0.390 2.03
200 1.004 60.13 0.74 0.392 1.90
220 1.007 59.63 0.65 0.395 1.66
240 1.010 59.10 0.59 0.396 1.51

260 1.015 58.51 0.53 0.396 1.36
280 1.020 57.94 0.48 0.396 1.24
300 1.026 57.31 0.45 0.395 1.17
350 1.044 55.59 0.38 0.391 1.02
400 1.067 53.65 0.33 0.384 1.00

450 1.095 51.55 0.29 0.373 0.85
500 1.130 49.02 0.26 0.356 0.83
550 1.200 45.92 0.23
600 1.362 42.37 0.21

1Converted from A. I. Brown and S. M. Marco, Introduction to Heat Transfer, 3d ed.,
McGraw-Hill, New York, 1958.
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Table A.10 Diffusion coefficients
of some gases and vapors
in air at 25◦C and 1 atm1

Substance D, cm2/s

Ammonia 0.28
Benzene 0.088
Carbon dioxide 0.164
Hydrogen 0.410
Methanol 0.159
Water 0.256

1From R. H. Perry (ed.): Chemical Engineers’ Hand-
book. 5th ed., McGraw-Hill, New York, 1973.

Table A.11 Approximate total normal emissivities
of various surfaces at 20◦C

Surface Emissivity

Aluminum, heavily oxidized 0.20–0.30
Aluminum, polished 0.09
Asbestos sheet 0.93–0.96
Brass, polished 0.06
Brick 0.93
Carbon, lampblack 0.96
Copper, heavily oxidized 0.75
Copper, polished 0.03
Enamel, white fused on iron 0.90
Iron, oxidized 0.74
Paint, aluminum 0.27–0.67
Paint, flat black lacquer 0.97
Steel, polished 0.07
Steel plate, rough 0.95
Tin, bright 0.06
Water 0.95
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Table A.12 Area moments of inertia for some common geometric shapes
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A P P E N D I X

B
Digital Imaging Systems

B.1 Introduction

Much of the technological advances of the past 100 years have followed a pattern
of scientific discovery, high-cost use in military or space applications, and then de-
velopment for low-cost consumer application. The development of high-performance
aircraft for military use was followed by design of commercial jetliners; and improve-
ments in jet-engine design were then transferred to the production of more efficient
engines for powering commercial jets.

The development of computers followed about the same pattern. Giant vacuum-
tube-powered machines were developed for government and military applications;
and as solid-state and integrated-circuit electronics appeared, computer engineers
were quick to apply the new technology to computers. Computing power increased,
memory capabilities expanded tremendously, mass production for consumer use in-
creased exponentially, and both purchase prices and operating costs declined in re-
sponse. These cost reductions were fueled by consumer demand, or marketing efforts
that appealed to a seemingly insatiable consumer desire for more and more computer
power to drive computer games, flat-screen TVs, and an unending array of gadgetry.

Along came digital photography that developed with computing power and mem-
ory expansion—and their resultant reductions in cost because of mass production. In
this case, the development did not follow the familiar pattern of military-government
use transferred to commercial application. Instead, it was a piggyback development
that occurred and was stimulated by the cost reductions in memory and the increase in
computer power. The development of digital signal processing techniques also aided
in this development.

Development of digital imaging techniques is still underway and difficult to
keep up with.A discussion of currently available hardware would almost certainly be
outdated the day it was published, so we will limit our discussion to an examination of
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terminology that is common to most parts of digital photography and does not change
with the introduction of each new product. The reader will recognize several terms
that apply to both emulsion (film) photography and digital systems, and we include
them for completeness sake. While it would be entertaining to discuss portrait or
landscape photography, we will limit our applications to those situations most likely
to involve engineering experimentation.

B.2 Definitions and Units

A schematic of a general digital imaging system is shown in Fig. B.1. The ob-
ject to be photographed could be a piece of any sort of apparatus, smoke particles
in an airflow stream, temperature-sensitive colored paints, a vibrating mechanism,

Illumination device(s), flash
or steady, and accompanying
timing equipment. 
Coordinated with shutter(s)

RAW
image, 
metadata, 
minimal 
NR 

JPEG or other 
image compression, 
NR, other 
processing, ISO 
sensitivity firmware 

Digital image and data storage, on
board or outboard 

Computer postprocessing
with both proprietary 
and open software  

Printout of images and
associated raw and
processed data   

Optics,
columnating and 
focusing devices 

Mechanical
shutter device(s)

Electronic shutter(s) 
Part of sensor 

Sensor 

CCD      CMOS 
FMCCD
ICCD

A/D conversion and
signal processing 

Object

Figure B.1 Schematic of digital imaging system.
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SensorLens

Object

x
image

x
object

Figure B.2 Focal length = ximage for xobject →∞

a crashing automobile, a shock wave in a supersonic flowstream, and so on. For sim-
ple applications, the focal length of the lens is related to object and image distances
as indicated in Fig. B.2.

1/xobject + 1/ximage = 1/focal length. [B.1]

So, for an object a large distance away from the lens

Focal length = ximage for xobject →∞
The f -stop, or f -number, of the lens is defined by

f -stop = focal length/lens diameter = FL/dlens

For most commercial lenses the lens opening, or aperture, is mechanically adjustable,
thereby permitting adjustment in the f -stop and the amount of light transmitted
through the lens system to the sensor. The f -number specification for the lens corre-
sponds to the maximum opening. The total amount of light energy that is transmitted
to the sensor depends on the size of the lens opening and the time duration of the
opening, or shutter speed. The amount of light energy transmitted to the sensor also
depends on the brightness of illumination of the object being photographed.

The fundamental SI unit of luminous intensity is the candela (cd), defined as
follows:

One candela is the luminous intensity from a source that emits

monochromatic radiation of 1/683 W/steradian at a frequency of

540 THz (wavelength of 555 nm, green)

From this are derived the units of luminous flux, lumens (lm)

1 lumen = 1 cd-sr

as well as illuminance, lux (lx)

1 lux = 1 lm/m2

Clearly, the lux is a measure of the “brightness” of an illuminated area. Table B.1
gives some typical illuminance values.
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Table B.1 Typical illuminance values

Situation Illuminance, lux

Clear day, direct sunlight 30–120 k
Clear day, shaded area, indirect sun 10–25 k
Well-lighted office 300–500
Bright TV studio 1.0 k
Typical home living room 50
Clear night, full moon 0.3
Clear night, quarter moon 0.01

B.3 Sensors

The heart of the digital system is the image sensor, which is usually a charge-coupled
device (CCD) or complementary-metal-oxide semiconductor (CMOS).CCDs operate
by creating charges in capacitive bins or wells that are proportional to the illumination
imposed on that pixel. The charges are subsequently transferred to another region of
the sensor chip where they are converted to voltage and read from the device into
circuits where they may be digitized and stored in various types of memory devices,
including direct storage in a computer. The larger the pixel size, the larger the amount
of light that may be collected, and the potential for higher S/N ratio is higher for larger
sensor sizes. Commercial CCD have pixel densities ranging from 1 to 100 MP/cm2.
The basic noise level of the sensor chip may be reduced by cooling the chip to low
temperatures (≈−190◦C) using liquid nitrogen. Such cooling systems increase the
cost considerably, but are warranted in applications involving very low light, such as
astronomical photography.

It is possible to mask off part of the sensor (by increasing total sensor size) that
may be used for readout at convenient speed necessary to minimize noise, while
the cells exposed to light carry on their collection of data. Such a device is called a
frame-transfer CCD. It obviously involves higher cost because of the doubling of the
cell area.

It is possible to install an image intensifier in front of a CCD, thereby producing
an intensified-charge-coupled device (ICCD). The control circuits employed for the
intensifier enable an electronic shutter function on the order of 0.5 nanosecond.

CMOS devices are also designated as active-pixel sensors, because each pixel on
the integrated circuit contains its own amplifier. This fact enables the circuit design to
control each pixel individually, in regard to response to light, manipulation of noise
reduction, and averaging of exposure parameters over the entire image.

B.4 Signal Processing

Once the signal has been captured, processingmay begin. One has a choice of process-
ing the raw signal direct from the sensor (after A/D conversion), which may involve
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quite large storage requirements or the order of 20 to 50 MB per image, or engaging
in an image-compression process such as JPEG (Joint Photographer’s Expert Group)
which can reduce the image storage requirements by 50 to 80 percent. Other methods
such as TIFF (Tagged Information File Format) may also be employed. Some noise
reduction (NR) may also be executed before the digital information is stored. In gen-
eral, the greater the amount of noise reduction employed, the smaller the resolution
in the final image.

One advantage of digital imaging systems is that luminance datamay be collected
on an individual pixel basis and then examined for important variation by using
subsequent computer processing. If only a simple image is required of an inanimate
object, then digital imaging offers little advantage over its emulsion (film) counterpart.
On the other hand, the ability to measure the variation in illuminance across a shock
wave in a high-speed flow stream as visualized with a schlieren optical system is a
notable advantage of the digital system. Immediate access to image data, without the
need for photographic development, is another obvious advantage. Postprocessing of
image data using both proprietary and locally designed software is also an advantage
of the digital system.

B.5 Exposure and Noise Reduction

The “noise” in an emulsion photographic system results largely from the grain size or
“clumps” in the photosensitive film. The larger the grain, the larger the interference
with the image and thus the smaller the final resolution. A finer grain results in less
“noise” and better resolution. Unfortunately, a finer grain also results in a lower
photosensitivity of the film, and the need for greater luminance to effect a properly
exposed image. In a digital system the noise results from the basic noise level of
the electronic-circuit components. The higher the illuminance on the photosensitive
device, the higher the signal/noise ratio. When a JPEG image is produced in the
digital imaging device, there is usually an NR process applied also, usually involving
proprietary algorithms. For most RAW images, NR techniques are not applied and
the matter is left to the user, employing outboard computer software.

It is clear that the S/N behavior of the system depends on a number of factors:

1. Illumination of the object being photographed

2. Time of exposure of the sensor (shutter speed)

3. Aperture opening to capture the light from the object

4. Sensitivity of the CCD or CMOS sensor and associated electronics to the illumi-
nation collected at the surface of the sensor

Item four might be thought of as “grain size.” It is influenced by the basic sensitiv-
ity of the sensor device itself as well as the gain of the electronic amplifier circuits
(see Sect. 4.7). The overall effect is described by the International Standards Organi-
zation (ISO) number, which is analogous to the film speed in emulsion photography.
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The higher the number, the greater the sensitivity of the combined sensor-electronics
arrangement.A sensor may be manipulated to obtain a higher ISO number. For exam-
ple, an 8-MP sensor can be switched to operate as two 4-MP sensors thereby doubling
the ISO performance number. Note, however, that the resolution has been reduced in
half for a given size image present at the surface of the sensor.

When a rapid change in movement must be examined in an experimental setup,
innovation is sometimes called for. Consider the problem of photographing the crash
of an automobile traveling at a speed of 27 m/s (about 60 mi/h). A resolution in
the photograph of 1 mm is desired. The approximate shutter speed needed is about
0.001/27=1/27,000 s.This is a shutter speed that can be achieved. Suppose a sensor of
20MPis available in 4×5 proportions, thereby resulting in dimensions of 4000×5000
pixels. Also, suppose the optical system will be focused on an area of the automobile
of approximately 1 m2. Either the 4000- or 5000-dimension pixel fits the 1-mm
resolution requirement (1/4000 < 0.001). The only remaining question concerns
the illumination of the automobile. Because of the short shutter-speed requirement,
either intense steady light or a flash source carefully synchronized with the shutter
may be required. If the desired level of illumination is not easily attained, an alternate
procedure may be examined of increasing the ISO number by either increasing the
amplifier gain or grouping sets of pixels. The latter procedure is less desirable because
it lowers the basic pixel resolution.

To see how f -stop (controlled by lens aperture), shutter speed, and ISO setting
interact to govern the exposure, consider a camera set to produce a proper exposure
of the sensor with

f -stop = 8

Shutter speed = 1/100 s

ISO number = 200

Since the f -stop varies inversely with the diameter of the lens aperture, it follows
that the light admitted through the lens, which varies directly with area, will vary
according to

Light admitted at f -stop1/light admitted at f -stop2 = (f -stop2/f -stop1)
2

[B.2]

Now suppose that it is determined that a shutter speed of 1/3000 s is required to stop
the motion of the object being photographed. What adjustment(s) in the f -stop and/or
ISO sensitivity must be made to ensure the same amount of light reaches the surface
of the sensor? The amount of light varies inversely with the shutter speed, and the
voltage output of the sensor varies directly with the ISO setting for a given amount
of light striking the sensor. Thus,

Light admitted at shutter1/light admitted at shutter2
= Shutter speed2/shutter speed1 [B.3]

Voltage output at ISO1/voltage output at ISO2 = ISO1/ISO2 [B.4]

hol29303_EM_713-730.pdf   16hol29303_EM_713-730.pdf   16 8/12/2011   3:25:45 PM8/12/2011   3:25:45 PM



A P P E N D I X B • Digital Imaging Systems 729

Combining all three effects,

Sensor output1/sensor output2
= (f -stop2/f -stop1)

2(shutter speed2/shutter apeed1)(ISO1/ISO2)

[B.5]

Therefore, to maintain the same sensor output for the two shutter speeds described in
the foregoing example would require

1.0 = (f -stop2/8)
2(1/100)/(1/3000)(200/ISO2)

The operator of the device may choose to accomplish the objective by varying either
or both of the parameters: f -stop2 or ISO2. Opening the lens aperture alone would
require

f -stop2 = (100/3000)1/2(8) = 1.46

while adjusting ISO alone would require

ISO2 = (200)(3000/100) = 6000

This is a rather high value of ISO and might also require activation of noise reduction
algorithms in the electronic readout circuits. A combination of changes in both might
be selected as f -stop2 = 2 with ISO2 calculated as

ISO2 = (200)(3000/100)(2/8)2 = 375

This is a more reasonable value and would likely not require activation of noise-
reduction measures. Of course, all of the above calculations assume constant illumi-
nation of the object being photographed.

B.6 Summary

With the foregoing sections in mind we may now summarize the applicability of dig-
ital imaging (photography) to experimental work. For that purpose we do not make
a distinction between “still” photography or “video” or “motion picture” photogra-
phy, since the latter is represented as a sequence of still images taken at a specified
frame rate.

Regardless of the object to be photographed, some type of optics must be em-
ployed to capture the image and focus it on the sensor-electronics system. Such
optics may be quite similar to that which would be used in an emulsion (film) pho-
tography system. Whatever the situation, adequate illumination must be provided
on the object(s) to be photographed. Digital sensors usually require less illumina-
tion than photographic film. For photographing moving images, the proper balance
must be achieved between illumination level and duration, shutter speed, and sensor
sensitivity–noise level as specified by the ISO setting. For example, a particle-image
velocimetry (PIV) setup might be used to measure the velocities of individual smoke
particles in an airflow stream.The velocity is to be computed bymeasuring the particle
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displacement over a certain period of time. Illumination is provided by either a high-
intensity spark discharge (≈ 10 μs) or by a pulse laser focused on a small-volume
flow element. The object may be placed in a darkened enclosure so that a modest
shutter speed (≈ 0.01 s) can be employed. Of course, this is the classic use of flash
photography. An alternate is to employ a fast shutter speed (≈ 0.1 ms) and continu-
ous illumination. High-speed rotating mirrors can also provide a means for obtaining
high-speed sequential (motion picture) images. Once again, the obvious advantage of
the digital imaging system is that it allows examination of multiple alternatives (trial
and error) with almost instant comparison of results.

Digital imaging systems offer several advantages to the experimental engineer.

1. The ability to address and manipulate individual pixel outputs of the device

2. Sensitivities that exceed those available in emulsion photography

3. Immediate viewing of sensor outputs on computer monitors

4. Availability of both proprietary and stand-alone software for processing RAW
images (direct output from sensor) to reduce noise and effect various image en-
hancements

5. Availability of numerous high-quality, hard-copy output devices (printers)

6. Availability of high-quality optics suitable for a variety of applications
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strain, 511–512

Gain, 209
Gamma rays, 568. see also Nuclear

radiation
Gas chromatograph, 604
Gas diffusion, 461–464
Gas properties, 716
Gaussian distribution, 83–93
Geiger-Müller counter, 569–570
Geometric mean, 75–76
Goodness of fit, 97–104
Grab sampling, 591
Graph format choice, 121–137
Graphical analysis, 120–121
Graphical area measurement methods,

266–271
Graphics

cosmetics and, 658–662
gridlines in, 655–658
legends for, 655
in presentations and reports,

651–662
scale markings in, 655–658
style of, 651–655
tabular, 662
three-dimensional, 658

Gray (unit), 577–578
Gridlines, 655–658
Guarded hot plate, 449–451

H

Hall coefficient, 243
Hall effect, 243
Hall voltage, 243
Hall-effect transducer, 228, 242–244
Harmonic response, 23
Hay bridge, 190
Haze, coefficient of, 595–596
Head meters, 316
Heat transfer

formulas, 424
temperature measurement and,

416–425
Heat-flux meters, 478–481
Heating value of fuels, 469–470
Highpass filter, 211–212
Histograms, 81–83
Hot plate, guarded, 449–451
Hot-film anemometers, 340–344
Hot-wire anemometers, 340–344
Humans, effects of nuclear radiation on,

577–579
Humidity

measurements, 473–477
ratio, 473
relative, 474
specific, 473–474

Hysteresis, 6

I

Ideal-gas thermometer, 382–383
Imaging systems, digital, 723–730
Impact pressure, in supersonic flow,

365–366
Impedance

matching, 32–34
in transformers, 203–204
in voltmeter, 218

Impingement collectors, 597–598
Informal reports, 641–642
Input circuits, 180–194
Insertion loss, 210, 319–320
Instrument(s)

accuracy of, 6
calibration of, 6–7
hysteresis in, 6
precision of, 6
readability of, 5
sensitivity of, 5

Interference measurement,
261–262

Interference principle, 259–260
Interferometer, 260–261, 351–353
Introduction, in reports, 645
Ionization chamber, 570–571
Ionization gage, 300–301
Ionization transducer, 228, 240
Isokinetic sampling, 597–598

J

Josephson effect, 8
Journal articles, 643
Junkers calorimeter, 465

K

Kelvin scale, 381
Kilogram, 7
Kinematic viscosity, 454
Knudsen gage, 299–300

L

Laminar flowmeter, 338–339
Laser Doppler anemometer (LDA),

353–356
Lead metaniobate, piezoelectric constant

of, 235
Lead zirconate titanate, piezoelectric

constant of, 235
Least count, 5
Least squares method, 104–108
Legends, for graphics in reports, 655
Length, 7, 713
Level of significance, 88–89
Linear frequency response, 31
Linear transducer, 244
Linear variable differential transformer

(LVDT), 230–232, 532–533
Liquid-crystal thermography, 408–409
Lissajous diagrams, 222
Loading error, of voltage-sensitive circuit,

185–186
Lobed-impeller meter, 314–315
Lock-in amplifier, 215–217
Lorentz’s law, 167
Loschmidt apparatus, 463–464
Loss, insertion, 210
Lowpass filter, 206, 211
Low-pressure measurement, 296
Lumens (lm), 725
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M

Magnetic flowmeters, 344–345
Magnetometer search coil, 228, 241–242
Manometer

inclination of, 285
U-tube, 283–284, 286
well-type, 284–285

Mass, 7, 713
Mass balance measurements, 492–495
McLeod gage, 296–298
Mean

arithmetic, 75
geometric, 75–76
standard deviation of, 112–113

Mean free path, 280–281
Measure of precision, 85
Measurement, 14–31. see also Standards;

Units
acceleration, 531
of air pollution

combustion products
measurements in, 602–606

gas sampling in, 590–591
impingement collectors in, 597
isokinetic sampling in, 597–598
odor measurements in, 607–608
opacity measurements in, 606–607
overview of, 585
particulate sampling in, 590–591
precipitator collectors in, 597
sampling train in, 589–590
standards and, 586–588
sulfur dioxide measurement in,

599–601
units for, 585–586

angular velocity, 502
area, 264–272
cantilever deflection, 498–499
dimensional, 256–259
of emissivity, 562–564
flow

by drag effects, 331–339
flow visualization methods in,

345–347
flow-obstruction methods for,

316–320
hot-wire and hot-film

anemometers in, 340–344
impact pressure in, supersonic,

365–366
insertion pressure losses in,

319–320
interferometer in, 351–353

laminar flowmeter in, 338–339
laser Doppler anemometer in,

353–356
lobed-impeller meter for, 314–315
magnetic flowmeters in, 344–345
overview of, 312–313
positive-displacement methods

for, 313–315
practical considerations in,

320–329
precision in, 312
pressure probes in, 356–365
rotary-vane flowmeter for, 314
schlieren in, 348–350
shadowgraph in, 347–348
smoke methods in, 356
sonic nozzle in, 329–331
thermal mass flowmeters in, 342
turbine meters in, 334–336
turbulence measurements in,

343–344
ultrasonic flowmeters in, 337
uncertainty in, 315
units in, 313
vortex-shedding flowmeters in,

336–337
graphical, 266–271
humidity, 473–477
interference, 261–262
low-pressure, 296
numerical, 266–271
optical methods for, 259–262
pH, 481–482
pressure, mechanical devices for,

283–288
of radiation

nuclear
detection of, 569
effects in humans, 577–579
Geiger-Müller counter for,

569–570
ionization chamber for,

570–571
neutron detection, 572–573
overview of, 568
photographic detection of,

571
scintillation counter for, 572
statistics and, 573–577

thermal
calibration of detectors for,

560
detection of, 556–561

emissivity measurement,
562–564

radiometers in detection of,
559–560

reflectivity measurement,
565–566

thermistors in detection of, 559
thermopiles in detection of,

557–559
transmissivity measurement,

565–566
reflectivity, 565–566
of resistance strain-gage outputs,

509–510
rotameter in, 331–334
solar radiation, 566–568
sound, 535–548
strain, 505
of surface area, 271–272
temperature

by electrical effects, 388–409
heat transfer and, 416–425
in high-speed flow, 430–434
ideal-gas thermometer in, 382–383
liquid crystal thermography in,

408–409
by mechanical effects, 384–388
overview of, 381
quartz-crystal thermometer in, 408
by radiation, 409–416
resistance temperature detector in,

388–391
scales, 381–382
thermistors in, 391–394
thermocouple compensation and,

427–430
thermocouples in, 394–408
transient response and, 425–426

thermal conductivity, 448–452
thermal property, overview of,

447–448
torque, 499–503
transmissivity, 565–566
vibration

overview of, 523
simple instruments for, 523–525

viscosity, 454–461
Metal bolometer, 559
Metals, properties of, 715
Meter (length), 7
Meters

basic analog, 173–178
digital, 179–180
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Metric system, conversion with,
713–714

Microphone output, 538–539
Microphone sensitivity, 538–539
Monochromator, 565
Monographs, 643
Motion measurement, overview of, 523
Multivariable regression, 110–112

N

Natural frequency, 23, 31, 282–283
Negative charge, 166–167
Neutron detection, 572–573
Neutrons, 568
Newton-Cotes integration formula, 268
Noise

in imaging systems, 727–729
lock-in amplifier and, 215–217
phase-sensitive detector and, 215–217
signal conditioning and, 205

Noise reduction, 214–215
Noise-reduction coefficient, 547–548
Nondispersive infrared absorption,

605–606
Normal error distribution, 83–93
N-turn ideal transformer, 203
Nuclear radiation

detection of, 569
effects in humans, 577–579
Geiger-Müller counter for, 569–570
ionization chamber for, 570–571
neutron detection, 572–573
overview of, 568
photographic detection of, 571
scintillation counter for, 572
statistics and, 573–577

Numerical area measurement methods,
266–271

O

Occurrence, frequency of, 77
Odor measurement, in air pollution

measurement, 607–608
Opacity measurements, air pollution and,

606–607, 607–608
Operational amplifiers, 198–202
Optical methods, for dimensional

measurement, 259–262
Oral presentations, 666–667
Orifice meter, uncertainty in, 328–329

Orsat apparatus, 602–604
Oscillator, in digital meters, 179
Oscilloscope

automatic setup in, 225
cathode-ray tube in, 220–221
digital, 222
digital multimeter in, 225
dual-beam, 221
on-board countertime in, 225
for phase measurements, 221
random equivalent time digital

sampling, 224
real-time digital sampling, 224
recall in, 225
record capabilities in, 226
sampling, 222–223
schematic of, 221
selection of, 223–226
storage in, 225
sweep generator in, 220
triggering capability, 225
waveform calculations in, 225

Output recorders, 226
Overdriven system, 32
Owen bridge, 189

P

Papers, 643
Particulate sampling, 591–598
Parts per million (ppm), 585–586
Passive filters, 207–208
Perturbation, result, 74
PH measurement, 481–482
Phase lag, 22
Phase shift, 24, 26
Phase-sensitive detector, 215–217
Phon, 543
Photoconductive transducer, 228, 236–239
Photoelectric effect, 228, 236
Photographic detection, of nuclear

radiation, 571
Photovoltaic cell, 228, 239–240
Piezoelectric constant, 234, 235
Piezoelectric effect, 228, 234
Piezoelectric transducers, 234–235
Pipe Reynolds number, 323
Pirani thermal-conductivity gage,

298–299
Pitot static tube, 360, 363
Planimeter, 265–266
Planning, experiment, 46–50

Planning sessions, 667–668
Platinum resistance thermometer, 391
Pneumatic displacement gage, 262–264
Poisson’s ratio, 504
Polar planimeter, 265–266
Pollution, air

combustion products measurements
and, 602–606

gas sampling in, 590–591
impingement collectors for, 597
isokinetic sampling for, 597–598
odor measurements and, 607–608
opacity measurements and, 606–607
overview of, 585
particulate sampling in, 590–591
precipitator collectors for, 597
sampling train in, 589–590
standards, 586–588
sulfur dioxide measurement and,

599–601
units for, 585–586

Population variables, 76–77
Positive charge, 166–167
Positive-displacement methods, for flow

measurement, 313–315
Potentiometer, resistance, 227
Power measurement, torque and, 502–503
Power supplies, 204–205

batteries vs., 204
definition of, 204
output voltage constancy in, 205
voltage regulation, 205

Precipitator collectors, 597
Precision

in flow measurement, 312
instrument, 6
measure of, 85

Presentations
general comments on, 638–641
graphics in, 651–662
overview of, 638
specificity in, 640

Pressure
absolute, 278
Alphatron gage for, 301–302
bellows gage for, 291–295
Bourdon-tube gage for, 290–291
Bridgman gage for, 295
conversion factors for, 713
dead-weight tester and, 288–290
diaphragm gage for, 291–295
dynamic response considerations and,

281–283
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fluid, 279
gage, 278
impact, in supersonic flow, 365–366
ionization gage for, 300–301
Knudsen gage for, 299–300
low-pressure measurement, 296
McLeod gage for, 296–298
mean free path and, 280–281
mechanical devices for measurement

of, 283–288
Pirani thermal-conductivity gage,

298–299
in sound field, fluctuations of, 543
units, 278

Pressure probes, in flow measurement,
356–365

Previous work, in reports, 645–646
Probability

concepts, 77–79
density, 83
for deviation from mean, 88
distributions, 79–83

Production functions, uncertainty for, 65
Prony brake, 500–501
Proofreading, 640–641
Psychoacoustic factors, in sound

measurement, 542–543
Pyranometer, 567
Pyrheliometer, 567

Q

Quantization, analog/digital conversion
and, 626–629

Quartz, piezoelectric constant of, 235
Quartz crystal, in digital meters, 179
Quartz-crystal thermometer, 408
Questions, in experiment planning,

46–47

R

Radiation
nuclear

detection of, 569
effects in humans, 577–579
Geiger-Müller counter for,

569–570
ionization chambers for, 570–571
neutron detection, 572–573
overview of, 568
photographic detection of, 571

scintillation counter for, 572
statistics and, 573–577

solar, 566–568
temperature measurement by, 409–416
thermal

calibration of detectors for, 560
detection of, 556–561
emissivity measurement, 562–564
radiometers in detection of,

559–560
reflectivity measurement, 565–566
thermistors in detection of, 559
thermopiles in detection of,

557–559
transmissivity measurement,

565–566
Radiometers, in thermal radiation

detection, 559–560
Random equivalent time digital sampling

oscilloscope, 224
Rankine scale, 381
Ratio arms, 188
RC filters, 207–208, 211
Readability, 5
Real-time digital sampling oscilloscope,

224
Recommendations, in reports, 648
Recovery factor, 431
Recovery temperature, 431, 434
References, in reports, 649
Reflectivity measurement, 565–566
Regression

analysis, 106–108
multivariable, 110–112

Relative humidity, 474
Report writing

first person in, 639
general comments on, 638–641
overview of, 638
procedure for, 640
proofreading for, 640–641
specificity in, 640
third person in, 639
word processing and, 663–664

Reports
abstracts in, 645
acknowledgments in, 648
appendix materials in, 649
background in, 645–646
bibliographies in, 649
citation formats in, 650–651
conclusions in, 648
contents of, 643–651

equations in, 646–647
experimental apparatus and procedure

information in, 647
experimental results in, 647–648
formal, 643
front matter in, 644–645
graphical presentations in, 651–662
informal, 641–642
introduction in, 645
previous work in, 645–646
processing of, 664–666
recommendations in, 648
references in, 649
tabular matter in, 662
theoretical information in, 646
tutorial, 643
types of, 641–643

Representation
analog, 169–170
digital, 170

Research, 1–4
Resistance potentiometer, 227
Resistance strain-gage outputs,

measurement of, 509–510
Resistance temperature detector (RTD),

388–391
Resolution, digital/analog conversion and,

626–629
Resonance bridge, 190
Response

amplitude, 32
frequency, 24, 26
harmonic, 23
linear frequency, 31
step, 21–22
system, 31–32
time, 27

Response time, 27
Rheostat, 227
Rise time, 31

for first-order system, 19–20
for second-order system, 26–27

RL filters, 207–208
Robitsch pyranometer, 568
Rochelle salt, piezoelectric constant of,

235
Roentgen (unit), 579
Rosettes

definition of, 512
strain-gage, 512–515

Rotameter, 331–334
Rotary-vane flowmeter, 314
Rotating search coil, 242
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S

Sample rates, data acquisition and,
622–623

Sampling, air
gas sampling techniques in, 590–591
particulate sampling techniques in,

590–591
train in, 589–590

Sampling oscilloscopes, 222–223
Saturation error, 627
Saybolt viscosimeter, 459–461
Scale markings, 655–658
Scales, temperature, 381–382
Schlieren, in flow measurement, 348–350
Schlieren effect, 349
Scintillation counter, 572
Search coil

magnetometer, 228, 241–242
rotating, 242

Second (time), 8
Second-order systems, 18–21
Sedimentation, in particulate sampling,

591
Seismic instrument considerations,

532–535
Seismic instrument principles, 525–532
Sensitivity

of capacitive transducer, 233
deformation, 505
instrument, 5
microphone, 538–539
static, of system, 19
strain, 505
thermistor, 394
of U-tube manometer, 284
voltage, 185

Sensors, image, 726
Settling, particulate sampling and, 591
Shadowgraph, in flow measurement,

347–348
Sievert, 577–578
Signal conditioning, 180, 205–217

amplification and, 209–210
attenuation and, 209–210
in data acquisition and processing,

614–618
filters in, 206–207
frequency ranges and, 205–206
noise and, 205

Signal repetition, 214
Signal-to-noise ratio, 197–198
Significance, level of, 88–89
Skepticism, 1

Slug sensors, 478–479
Smoke methods, in flow measurement,

356
Solar constant, 568
Solar radiation measurements, 566–568
Sonic nozzle, 329–331
Sound measurements, 535–548
Sound-absorption coefficient, 547
Sound-pressure level (SPL), 535
Source emission standards, 588
Specific humidity, 473–474
Standard deviation, 75
Standard deviation of mean, 112–113
Standards, 7–11. see also Measurement
Standing waves, 540–541
Static measurement, 18
Static sensitivity, 19
Statistical analysis, of experimental data,

74–79, 143
Statistics of counting, nuclear radiation

and, 573–577
Step response, 21–22
Storage, data, 629–630
Strain, 503–504
Strain gage, 511–512
Strain measurements, 505
Strain sensitivity, 505
Strain-gage rosettes, 512–515
Stress, 503–504
Student’s t-distribution, 113–120
Style, of graphical presentations, 651–655
Supersonic flow, impact pressure in,

365–366
Surface areas, 271–272
Sweep generator, in oscilloscope, 220
System(s)

first-order, 18–21
second-order, 18–21
zeroth order, 18–21
response, 31–32

Systematic error, 62

T

Tabular matter, in reports and
presentations, 662

Temperature
compensation, 510–512
dry-bulb, 473–474
measurement

by electrical effects, 388–409
heat transfer and, 416–425
in high-speed flow, 430–434

ideal-gas thermometer in, 382–383
liquid crystal thermography in,

408–409
by mechanical effects, 384–388
overview of, 381
quartz-crystal thermometer in, 408
by radiation, 409–416
resistance temperature detector in,

388–391
scales, 381–382
thermistors in, 391–394
thermocouple compensation and,

427–430
thermocouples in, 394–408
transient response and, 425–426

recovery, 431, 434
standards, 8–11
wet-bulb, 474

Theoretical information, in reports, 646
Thermal conductivity

conversion factors for, 713
definition of, 448–452
of gases, 452–454
guarded hot plate for, 449–451
of liquids, 452–454
measurements, 448–452
units, 448–449

Thermal expansion error, 258
Thermal mass flowmeters, 342
Thermal properties, 715
Thermal property measurements,

overview of, 447–448
Thermal radiation

calibration of detectors for, 560
detection of, 556–561
emissivity measurement, 562–564
radiometers in detection of, 559–560
reflectivity measurement, 565–566
thermistors in detection of, 559
thermopiles in detection of, 557–559
transmissivity measurement, 565–566

Thermistors
in temperature measurement, 391–394
in thermal radiation detection, 559

Thermocouple compensation, 427–430
Thermocouples, 394–408
Thermoelectric effects, 394–408
Thermography, liquid-crystal, 408–409
Thermometer

electrical-resistance, 388–391
ideal-gas, 382–383
platinum resistance, 391
quartz crystal, 408
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Thermopiles, 557–559
Third-person, 639
Three-dimensional charts, 658
Time, 7, 8
Time constant, of system, 19
Torque

measurements, 499–503
overview of, 491–492
power measurement and, 502–503

Transducers, 227
capacitive, 228, 232–234

schematic of, 232
sensitivity of, 233
uncertainty for, 233

digital displacement, 244–245
Hall-effect, 228, 242–244
ionization, 228, 240
linear, 244
photoconductive, 228, 236–239
piezoelectric, 234–235
variable-resistance, 227–229

Transformers, 203–204
differential, 228, 230–232, 532–533

Transient response, in thermal systems,
425–426

Transient term decay, 531–532
Transmission, data, 618–620
Transmissivity measurement, 565–566
Traveling plane waves, 539–540
T-test comparison of samples, 119–120
Turbine meters, 334–336
Turbulence measurements, 343–344
Tutorial reports, 643
Two-stage RC highpass filter, 212–214

U

Ultrasonic flowmeters, 337
Unbalanced bridges, 191–192
Unbounded resistance strain gage, 515
Uncertainty

for additive functions, 65

for capacitive transducer, 233
in emissivity measurement, 564
evaluation of, for complicated data

reduction, 72–74
experimental error and, 61
in flow measurement, 315
in orifice meter, 328–329
in pneumatic displacement gage,

263–264
for product functions, 65
propagation of, 63–72
reduction of, 71–72
result perturbation and, 74
of survey area determination, 270–271
in Wheatstone bridge, 188

Uncertainty analysis, 49–50, 63–72
Units, 11–14, 15. see also Measurement;

Standards
U-tube manometer, 283–284, 286

V

Variable-resistance transducer, 227–229
Venturi meter design, 327–328
Vernier scale, 257
Vibration measurement

overview of, 523
seismic instrument principles in,

525–532
simple instruments for, 523–525

Viscosity
absolute, 454
capillary measurement of, 458–459
conversion factors for, 713
dynamic, 454
kinematic, 454
measurement, 454–461
Saybolt measurement of, 459–461

Volt, standard for, 8
Voltage amplification, 209–210
Voltage sensitivity, 185
Voltage-divider circuit, 183–184

Voltage-sensitive bridges, 192–193
Voltage-sensitive circuit, loading error of,

185–186
Voltmeter

digital, 179, 218–219
errors in, 218–219
impedance in, 218
schematic of, 217

Vortex-shedding flowmeters, 336–337

W

Water brake, 501
Water properties, 719, 720
Waveform measures, 170–173
Waves

standing, 540–541
traveling plane, 539–540

Well-type manometer, 284–285
Wet-bulb temperature, 474
Wheatstone bridge, 186–189
Wien bridge, 189
Word processing, 663–664
Writing, report

first person in, 639
general comments on, 638–641
overview of, 638
procedure for, 640
proofreading for, 640–641
specificity in, 640
third person in, 639
word processing and, 663–664

Y

Yaw angle, 359–360

Z

Zeroth-order systems, 18–21
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