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PREFACE

PURPOSE OF THIS BOOK

Systems Analysis and Design (SAD) is an exciting, active field in which analysts
continually learn new techniques and approaches to develop systems more effec-
tively and efficiently. However, there is a core set of skills that all analysts need to
know no matter what approach or methodology is used. All information systems
projects move through the four phases of planning, analysis, design, and imple-
mentation; all projects require analysts to gather requirements, model the business
needs, and create blueprints for how the system should be built; and all projects
require an understanding of organizational behavior concepts like change manage-
ment and team building.

This book captures the dynamic aspects of the field by keeping students
focused on doing SAD while presenting the core set of skills that we feel every sys-
tems analyst needs to know today and in the future. This book builds on our pro-
fessional experience as systems analysts and on our experience in teaching SAD in
the classroom.

This book will be of particular interest to instructors who have students do a
major project as part of their course. Each chapter describes one part of the process,
provides clear explanations on how to do it, gives a detailed example, and then has
exercises for the students to practice. In this way, students can leave the course with
experience that will form a rich foundation for further work as a systems analyst.

OUTSTANDING FEATURES

A Focus on Doing SAD

The goal of this book is to enable students to do SAD—not just read about it, but
understand the issues so that they can actually analyze and design systems. The
book introduces each major technique, explains what it is, explains how to do it,
presents an example, and provides opportunities for students to practice before they
do it in a real-world project. After reading each chapter, the student will be able to
perform that step in the system development life cycle (SDLC) process.
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Rich Examples of Success and Failure

The book includes a running case about a fictitious company called Tune Source.
Each chapter shows how the concepts are applied in situations at Tune Source.
Unlike running cases in other books, this text focuses examples on planning, man-
aging, and executing the activities described in the chapter, rather than on detailed
dialogue between fictitious actors. In this way, the running case serves as a template
that students can apply to their own work. Each chapter also includes numerous
Concepts in Action boxes that describe how real companies succeeded—and
failed—in performing the activities in the chapter. Many of these examples are
drawn from our own experiences as systems analysts.

Incorporation of Object-Oriented Concepts and Techniques

The field is moving toward object-oriented concepts and techniques, both through
UML 2.0, the new standard for object-oriented analysts and design, as well as by
gradually incorporating object-oriented concepts into traditional techniques. We
have taken two approaches to incorporating object-oriented analysis and design into
the book. First, we have integrated several object-oriented concepts into our dis-
cussion of traditional techniques, although this may not be noticed by the students
because few concepts are explicitly labeled as object-oriented concepts. For exam-
ple, we include the development of use cases as the first step in process modeling
(i.e., data flow diagramming) in Chapter 4, and the use (and reuse) of standard
interface templates and use scenarios for interface design in Chapter 9.

Second, and more obvious to students, we include a final chapter on the major
elements of UML 2.0 that can be used as an introduction to object-oriented analysts
and design. This chapter can be used at the end of a course—while students are busy
working on projects—or can be introduced after or instead of Chapters 5 and 6.

Real-World Focus

The skills that students learn in a systems analysis and design course should mirror
the work that they ultimately will do in real organizations. We have tried to make
this book as “real” as possible by building extensively on our experience as profes-
sional systems analysts for organizations such as IBM, the U.S. Department of
Defense, and the Australian Army. We have also worked with diverse industry advi-
sory boards of IS professionals and consultants in developing the book and have
incorporated their stories, feedback, and advice throughout. Many students who use
this book will eventually apply the skills on the job in a business environment, and
we believe that they will have a competitive edge by understanding what success-
ful practitioners feel is relevant in the real world.

Project Approach

We have presented the topics in this book in the SDLC order in which an analyst
encounters them in a typical project. Although the presentation necessarily is linear
(because students have to learn concepts in the way in which they build on each
other), we emphasize the iterative, complex nature of SAD as the book unfolds. The
presentation of the material should align well with courses that encourage students
to work on projects, because it presents topics as students need to apply them.
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Graphic Organization

The underlying metaphor for the book is doing SAD through a project. We have tried
to emphasize this graphically throughout the book so that students can better under-
stand how the major elements in the SDLC are related to each other. First, at the start
of every major phase of the system development life cycle, we present a graphic
illustration showing the major deliverables that will be developed and added to the
“project binder” during that phase. Second, at the start of each chapter, we present a
checklist of key tasks or activities that will be performed to produce the deliverables
associated with this chapter. These graphic elements—the binder of deliverables tied
to each phase and the task checklist tied to each chapter—can help students better
understand how the tasks, deliverables, and phases are related to and flow from one
to another.

Finally, we have highlighted important practical aspects throughout the book
by marking boxes and illustrations with a “push pin.” These topics are particularly
important in the practical day-to-day life of systems analysts and are the kind of
topics that junior analysts should pull out of the book and post on the bulletin board
in their office to help them avoid costly mistakes

WHAT’S NEW IN THE FOURTH EDITION

The fourth edition contains several important enhancements, including a new run-
ning case, new examples, many new Concepts in Action, and some reorganized
material.

Part 1, Planning, has been substantially reorganized and streamlined. Students
are introduced to project initiation immediately in the first chapter. The Tune Source
running case is launched in Chapter 1 so that students can be involved in a project
context from the outset of the book. The topic of project selection has been
enhanced with a discussion of project portfolio management. The discussion of
SDLC methodologies has been updated and shifted to Chapter 2. In this way, the
review of alternative methodologies is placed within the context of planning a pro-
ject and selecting the best methodology for it. Finally, some of the more technical
concepts associated with economic feasibility financial calculations, function point
analysis, and project management techniques have been moved to chapter appen-
dices. This keeps the material available for those instructors who choose to include
it, but streamlines the main chapter content for those instructors who exclude these
topics due to time constraints.

In Part 2, Analysis, a new additional example case, Holiday Travel Vehi-
cles, is introduced to provide additional illustrations of concepts, techniques,
and deliverables. The topic of requirements determination is enhanced by a
sample interview transcript that provides the basis for new requirements in the
Holiday Travel Vehicles case. The discussion of data model normalization has
been moved to a chapter appendix. Completed use cases, process models, and
data models are included for both the Tune Source case and the Holiday Travel
Vehicle cases, providing more extensive examples and illustrations for students
and instructors.

Part 3, Design, includes some updated material on the use of packaged software
and the use of offshore outsourcing. The n-tiered client-server architecture is explained
through an e-commerce illustration. The role of external security requirements and
standards is introduced as well. User interface examples and illustrations all have
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been updated to use Web-based forms or (Visual Basic) Windows-based forms to bet-
ter reflect the environment with which students will be involved.

Throughout the book, the Concepts in Action material has been substan-
tially revised and replaced with current examples and illustrations. Chapter ref-
erences to outside sources have been updated to current resources wherever
possible.

ORGANIZATION OF THIS BOOK

This book is organized by the phases of the systems development life cycle
(SDLC). Each chapter has been written to teach students specific tasks that analysts
need to accomplish over the course of a project, and the deliverables that will be
produced from the tasks. As students complete the book, tasks will be “checked
off” and deliverables will be completed and filed in a project binder. Along the way,
students will be reminded of their progress by road maps that indicate where their
current task fits into the larger context of SAD.

Part 1 covers the first phase of the SDLC, the planning phase. Chapter 1 intro-
duces the SDLC, the roles and skills needed for a project team, project initiation,
the systems request, and feasibility analysis. Chapter 2 discusses project selection,
the selection of an SDLC methodology for the project, and project management,
with emphasis on the work plan, staffing plan, project charter, risk assessment, and
tools used to help manage and control the project.

Part 2 presents techniques needed during the analysis phase. In Chapter 3,
students are introduced to requirements determination and are taught a variety of
analysis techniques to help with business process automation, business process
improvement, and business process reengineering. Chapter 4 focuses on use
cases, Chapter 5 covers process models, and Chapter 6 explains data models and
normalization.

The Design Phase is covered in Part 3 of the textbook. In Chapter 7, stu-
dents create an alternative matrix that compares custom, packaged, and outsourc-
ing alternatives. Chapter 8 focuses on designing the system architecture, which
includes the architecture design, hardware/software specification, and security
plan. Chapter 9 focuses on the user interface and presents interface design; in this
chapter, students learn how to create use scenarios, the interface structure dia-
gram, interface standards, and interface prototypes. Finally, data storage design
and program design are discussed in Chapters 10 and 11, which contain informa-
tion regarding the data storage design, the program structure chart, and program
specifications.

The implementation phase is presented in Chapters 12 and 13. Chapter
12 focuses on system construction, and students learn how to build and test the
system. It includes information about the test plan and user documentation.
Conversion is covered in Chapter 13, where students learn about the conver-
sion plan, the change management plan, the support plan, and the project
assessment.

Chapter 14 provides a background of object orientation and explains several
key object concepts supported by the standard set of object-modeling techniques
used by systems analysts and developers. Then, we explain how to draw four of the
most effective models in UML: the use case diagram, the sequence diagram, the
class diagram, and the behavioral state machine diagram.
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SUPPLEMENTS
(www.wiley.com/college /dennis)

Online Instructors Manual

The instructors manual provides resources to support the instructor both in and out
of the classroom:

» Short experiential exercises can be used to help students experience and
understand key topics in each chapter.

 Short stories have been provided by people working in both corporate and
consulting environments for instructors to insert into lectures to make con-
cepts more colorful and real.

» Additional mini-cases for every chapter allow students to perform some of
the key concepts that were learned in the chapter.

* Answers to end-of-chapter questions and exercises are provided.

Online Instructor’s Resources

» PowerPoint slides are provided that instructors can tailor to their classroom
needs and that students can use to guide their reading and studying activities.
* Test Bank includes a variety of questions ranging from multiple choice to
essay-style questions. A computerized version of the Test Bank is also available.

WebCT and Blackboard Courses

These online course management systems are tools that facilitate the organization
and delivery of course materials on the Web. Easy to use, they provide powerful
communication, loaded content, flexible course administration, and sophisticated
online testing and diagnostic systems.

Student Web Site

* Web Resources provide instructors and students with Web links to resources
that reinforce the major concepts in each chapter. See http://www.wiley.com/
college/dennis.

* Web Quizzes help students prepare for class tests.

CASE Software

Two CASE (computer-aided software engineering) tools can be purchased with the text:
1. Visible Systems Corporation’s Visible Analyst Student Edition.
2. Microsoft’s Visio

Contact your local Wiley sales representative for details, including pricing and order-
ing information.

Project Management Software

A 60-day trial edition of Microsoft Project can be purchased with the textbook.
Note that Microsoft has changed their policy and no longer offers the 120-day trial
previously available. Contact your local Wiley sales representative for details.
Another option now available to education institutions adopting this Wiley
textbook. is a free 3-year membership to the MSDN Academic Alliance. The
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MSDN AA is designed to provide the easiest and most inexpensive way for academic
departments to make the latest Microsoft software available in labs, classrooms,
and on student and instructor PCs.

Microsoft Project 2007 software is available through this Wiley and
Microsoft publishing partnership, free of charge with the adoption of any qualified
Wiley textbook. Each copy of Microsoft Project is the full version of the software,
with no time limitation, and can be used indefinitely for educational purposes.
Contact your Wiley sales representative for details. For more information about the
MSDN AA program, go to http://msdn.microsoft.com/academic/.
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CHAPTER 1

THE SYST

-MS ANALYST

AND IN

-ORMATION

SYSTEMS

DEVELOPMENT

T his chapter introduces the role of the systems analyst in information systems devel-
opment projects. First, the fundamental fourstage systems development life cycle
(planning, analysis, design, and implementation) is established as the basic framework for
the IS development process. Next, ways in which organizations identify and initiate poten-
tial projects are discussed. The first steps in the process are to identify a project that will
deliver value to the business and to create a system request that provides the basic infor-
mation about the proposed system. Next, the analysts perform a feasibility analysis to
defermine the technical, economic, and organizational feasibility of the system.

OBJECTIVES

m Understand the role played in information systems development by the systems

analyst.

CHAPTER OUTLINE

Understand the fundamental systems development life cycle and its four phases.
Understand how organizations identify IS development projects.

Understand the importance of linking the information system to business needs.
Be able to create a system request.

Understand how to assess technical, economic, and organizational feasibility.
Be able to perform a feasibility analysis.

Introduction Feasibility Analysis

The Systems Analyst Technical Feasibility
Systems Analyst Skills Economic Feasibility
Systems Analyst Specialization Organizational Feasibility

The Systems Development Life Cycle Applying the Concepts at Tune Source
Planning Appendix 1A—Financial Concepts for
Analysis Cost-Benefit Analysis
Design Appendix 1B—Detailed Economic
Implementation Feasibility Analysis for Tune Source

Project Identification and Initiation
System Request

IMPLEMENTATION

Applying the Concepts at Tune Source
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INTRODUCTION

The systems development life cycle (SDLC) is the process of understanding how
an information system (IS) can support business needs, designing the system,
building it, and delivering it to users. If you have taken a programming class or
have programmed on your own, this probably sounds pretty simple. Unfortunately,
it is not. In 20035, an estimated $1 trillion was spent by organizations and govern-
ments on IT hardware, software, and services worldwide. Of the initiated IT proj-
ects, some 5%—15% were abandoned as hopelessly inadequate, before or shortly
after delivery.! Many of the systems that aren’t abandoned are delivered to the
users significantly late, cost far more than expected, and have fewer features than
originally planned.

Most of us would like to think that these problems occur only to “other” peo-
ple or “other” organizations, but they happen in most companies. See Figure 1-1 for
a sampling of recent significant IT project failures. Even Microsoft has a history of
failures and overdue projects (e.g., Windows 1.0, Windows 95).2

Although we would like to promote this book as a “silver bullet” that will
keep you from experiencing failed IS projects, we must admit that such a silver
bullet guaranteeing IS development success does not exist.3 Instead, this book will
provide you with several fundamental concepts and many practical techniques that
you can use to improve the probability of success.

The key person in the SDLC is the systems analyst, who analyzes the busi-
ness situation, identifies opportunities for improvements, and designs an informa-
tion system to implement the improvements. A systems analyst is one of the most
interesting, exciting, and challenging jobs around. As a systems analyst, you will
work with a variety of people and learn how they conduct business. Specifically,
you will work on a common mission with a team of systems analysts, programmers,
and others. You will feel the satisfaction of seeing systems that you designed and
developed make a significant business impact, while knowing that your unique
skills helped make that happen.

It is important to remember that the primary objective of the systems analyst
is not to create a wonderful system. The primary goal is to create value for the
organization, which for most companies means increasing profits. (Government
agencies and not-for-profit organizations measure value differently.) Many failed
systems were abandoned because the analysts tried to build a wonderful system
without clearly understanding how the system would support the organization’s
goals, current business processes, and other information systems to provide value.
An investment in an information system is like any other investment, such as a new
machine tool. The goal is not to acquire the tool, because the tool is simply a means
to an end; the goal is to enable the organization to perform work better so that it can
earn greater profits or serve its constituents more effectively.

! Charette, Robert N., “Why Software Fails,” IEEE Spectrum Online, Sept. 2005.

2 For more information on the problem, see Capers Jones, Patterns of Software System Failure and Success,
London: International Thompson Computer Press, 1996; Capers Jones, Assessment and Control of Sofiware
Risks, Englewood Cliffs, NJ: Yourdon Press, 1994; Julia King, “IS Reins in Runaway Projects,” Computer-
world. February 24, 1997.

3 The idea of using the silver bullet metaphor was first described in a paper by Frederick Brooks. See Frederick
P. Brooks, Jr., “No Silver Bullet—Essence and Accident in Software Engineering,” Information Processing
1986, the Proceedings of the IFIP Tenth World Computing Conference, H.-J. Kugler (ed.), 1986: 1069-76.
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Inventory system problems lead fo $33.3 million loss.

$3.45 billion tax-credit overpayment caused by software errors.

Enterprise resource planning (ERP) system cancelled after $54.5 million spent.
Purchasing system abandoned after deployment costing approximately $400 million.
Supply chain systfem abandoned after deployment cosfing approximately $527 million.
ERP sysfem problems contribute to $160 million loss.

Customer relationship management (CRM) system upgrade problems lead to $100 million
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Source: Charette, Robert N., “Why Software Fails,” IEEE Spectrum Online, Sept. 2005.

FIGURE 1-1
Recent Significant IT Project Failures

This book will introduce you to the fundamental skills you will need to be a
systems analyst. This is a pragmatic book that discusses best practices in systems
development; it does not present a general survey of systems development that
exposes you to everything about the topic. By definition, systems analysts do things

and challenge the current way that an organization works. To get the most out of

this book, you will need to actively apply the ideas and concepts in the examples
and in the “Your Turn” exercises that are presented throughout to your own systems
development project. This book will guide you through all the steps for delivering

1-A MANAGERIAL CAUSES OF IT FAILURES

IN ACTION

A significant proportion of IT projects
fail to fulfill their original objectives, resulting in wasted
resources and a damaged reputation for the responsible
IT department. In many cases, the causes of the failure
are organizational issues, not technical issues.

Qantas, the Australian national airline, has
endured two high-profile IT failures in recent years. In
1995, Project eQ, a 10-year technology services con-
tract with IBM, was cancelled after four years, at a cost
of $200 million. Poor planning contributed to the failure
to upgrade a complex and unwieldy IT infrastructure
saddled with 700-odd applications written in older pro-
gramming languages.

In 2008, Qantas canceled Jetsmart, a $40 million
parts-management system implementation, due in part to
a dispute with the unionized users (aircraft mechanics) of
the system. The union advised its members not to assist
with the implementation, claiming the software unneces-
sarily increased the members’ workload.

An analysis of these IT failures reveals several con-
tributing factors. First, Qantas faced the challenges of a
complicated technical infrastructure and outdated legacy
applications. More significantly, however, was the failure of
company leadership to understand basic IT issues. In pub-
lic statements, the company CFO seemed not to care about
the user perspectives on new software, preferring instead to
put in what management thought was appropriate. This afti-
tude, in part, led fo union problems and claims of poorly
designed, hard+to-use software and inadequate training.

Aging applications and an unwieldy technical
infrastructure are challenges faced by many organiza-
tions today. But the senior-management attitude that
seemingly disregards the views of software users casts
serious questions about Qantas’ prospects for IT project
success in the future.

Source: http:/blogs.zdnet.com/projectfailures/, February 29,
2008.
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a successful information system. In the text, we illustrate how one organization,
which we call Tune Source, applies the steps in one project, developing a Web-
based digital music sales system. (Other illustrations of successful IS projects are
provided on the course website.) By the time you finish the book, you won’t be an
expert analyst, but you will be ready to start building systems for real.

In this chapter, we first introduce the role of the systems analyst in informa-
tion systems development projects. We discuss the wide range of skills needed to
be successful in this role, and we explain various specialties that systems analysts
may develop. We then introduce the basic SDLC that information systems projects
follow. This life cycle is common to all projects and serves as a framework for
understanding how information systems projects are accomplished. We discuss how
projects are identified and initiated within an organization and how they are initially
described in a system request. Finally, we describe the feasibility analysis that is
performed, which drives the decision whether to proceed with the project.

THE SYSTEMS ANALYST

The systems analyst plays a key role in information systems development projects.
The systems analyst assists and guides the project team so that the team develops
the right system in an effective way. Systems analysts must understand how to apply
technology to solve business problems. In addition, systems analysts may serve as
change agents who identify the organizational improvements needed, design sys-
tems to implement those changes, and train and motivate others to use the systems.

Systems Analyst Skills

New information systems introduce change to the organization and its people.
Leading a successful organizational change effort is one of the most difficult jobs
that someone can do. Understanding what to change, knowing how to change it,
and convincing others of the need for change require a wide range of skills. These
skills can be broken down into six major categories: technical, business, analytical,
interpersonal, management, and ethical.

Analysts must have the technical skills to understand the organization’s existing
technical environment, the new system’s technology foundation, and the way in which
both can be fit into an integrated technical solution. Business skills are required to
understand how IT can be applied to business situations and to ensure that the IT deliv-
ers real business value. Analysts are continuous problem solvers at both the project and
the organizational level, and they put their analytical skills to the test regularly.

Often, analysts need to communicate effectively, one-on-one with users and
business managers (who often have little experience with technology) and with pro-
grammers (who often have more technical expertise than the analyst does). They
must be able to give presentations to large and small groups and to write reports.
Not only do they need to have strong interpersonal abilities, but they also need to
manage people with whom they work, and they must manage the pressure and risks
associated with unclear situations.

Finally, analysts must deal fairly, honestly, and ethically with other project team
members, managers, and system users. Analysts often deal with confidential informa-
tion or information that, if shared with others, could cause harm (e.g., dissent among
employees); it is important for analysts to maintain confidence and trust with all people.
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Business analyst

Systems analyst

Infrastructure analyst

Change management analyst

Project manager

FIGURE 1-2
Project Team Specializations

Analyzing the key business aspects of the system

Identifying how the system will provide business value
Designing the new business processes and policies
Identifying how technology can improve business processes
Designing the new business processes

Designing the information system

Ensuring that the system conforms to information systems standards

Ensuring that the system conforms to infrastructure standards
Identifying infrastructure changes needed fo support the system
Developing and executing a change management plan
Developing and executing a user fraining plan

Managing the team of analysts, programmers, technical wrifers,
and other specialists

Developing and monitoring the project plan
Assigning resources

Serving as the primary point of confact for the project

Systems Analyst Specialization

As organizations and technology have become more complex, most large organiza-
tions now build project teams that incorporate several analysts with different, but
complementary, areas of specialization. Figure 1-2 presents a common list of proj-
ect roles and specializations. Here we briefly describe these specialties and how
they contribute to the project.

The systems analyst focuses on the IS issues surrounding the system. This
person develops ideas and suggestions for ways that IT can improve business
processes, helps design new business processes, designs the new information sys-
tem, and ensures that all IS standards are maintained. The systems analyst will have
significant training and experience in analysis and design and in programming.

YOUR 1-1 BEING AN ANALYST

TURN
Suppose you decide to become an

analyst affer you graduate. What type of analyst would
you most prefer to be? What type of courses should you
take before you graduate? What type of summer job or
internship should you seek?

QUESTION:
Develop a short plan that describes how you will prepare
for your career as an analyst.




10

Chapter 1 The Systems Analyst and Information Systems Development

The business analyst focuses on the business issues surrounding the system.
This person helps to identify the business value that the system will create, devel-
ops ideas for improving the business processes, and helps design new business
processes and policies. The business analyst will have business training and expe-
rience, plus knowledge of analysis and design.

The infrastructure analyst focuses on technical issues surrounding the ways
the system will interact with the organization’s technical infrastructure (hardware,
software, networks, and databases). This person ensures that the new information
system conforms to organizational standards and helps to identify infrastructure
changes that will be needed to support the system. The infrastructure analyst will
have significant training and experience in networking, database administration,
and various hardware and software products.

The change management analyst focuses on the people and management
issues surrounding the system installation. This person ensures that adequate doc-
umentation and support are available to users, provides user training on the new
system, and develops strategies to overcome resistance to change. The change
management analyst will have significant training and experience in organizational
behavior and specific expertise in change management.

The project manager is often a highly experienced systems analyst. This indi-
vidual ensures that the project is completed on time and within budget and that the
system delivers the expected value to the organization. More will be said about the
project manager in the next chapter.

THE SYSTEMS DEVELOPMENT LIFE CYCLE

In many ways, building an information system is similar to building a house. First,
the house (or the information system) starts with a basic idea. Second, this idea is
transformed into a simple drawing that is shown to the customer and refined (often,
through several drawings, each improving on the other) until the customer agrees
that the picture depicts what he or she wants. Third, a set of blueprints is designed
that presents much more detailed information about the house (e.g., the type of
water faucets, where the telephone jacks will be placed). Finally, the house is built
following the blueprints—and often with some changes and decisions made by the
customer as the house is erected.

The SDLC has a similar set of four fundamental phases: planning, analysis,
design, and implementation (Figure 1-3). Different projects may emphasize differ-
ent parts of the SDLC or approach the SDLC phases in different ways, but all proj-
ects have elements of these four phases. Each phase is itself composed of a series
of steps, which rely on fechniques that produce deliverables (specific documents
and files that provide understanding about the project).

For example, when you apply for admission to a university, there are several
phases that you (and all students) go through: information gathering, applying, and
being considered for acceptance. Each of these phases has steps: information gath-
ering includes steps like searching for schools, requesting information, and reading
brochures. Students then use techniques (e.g., Internet searching) that can be
applied to steps (e.g., requesting information) to create deliverables (e.g., evalua-
tions of different aspects of universities).

Figure 1-3 suggests that the SDLC phases and steps proceed in a logical
path from start to finish. In some projects, this is true; but in many projects, the



The Systems Development Life Cycle

Phase Chapter Step Technique Deliverable
Planning 1 Identify opportunity Project identification System request
Focus: Why build 1 Analyze feasibility Technical feasibility Feasibility study
this system? Economic feasibility
How fo structure Organizational feasibility
the project? 2 Develop workplan Time estimation Project plan
Primary oufpufs: Task identification — work plan
— System Request with Work breakdown sfructure
feasibility study PERT chart
— Project plan Ganft chart
Scope management
2 Staff project Project staffing — Staffing plan
Project charter
2 Control and direct project ~ CASE reposifory — Standards list
Standards — Risk assessment
Documentation
Timeboxing
Risk management
Andlysis 3 Develop analysis strategy ~ Business process aufomation System proposal
Focus: Who, what, Business process improvement
where, and when for Business process reengineering
this system? 3 Defermine business Inferview — Requirements definition
Primary output requirements JAD session
— System proposal Questionnaire
Document analysis
Observation
4 Create use cases Use case analysis — Use cases
5 Model processes Data flow diagramming — Process models
6 Model data Entity relationship modeling — Data model
Normalization
Design 7 Design physical system Design strategy Alternative matrix
Focus: How will this System specification
system work? 8 Design architecture Architecture design — Architecture report
Primary output: Hardware & software selection  — Hardware & software specification
— System specification Q Design interface Use scenario — Interface design
Inferface structure
Inferface standards
Inferface profotype
Interface evaluation
10 Design programs Data flow diagramming — Physical process model
Program structure chart — Program design
Program specification
1 Design dafabases and files  Data format selection — Dotabase & file specification
Entity relationship modeling — Physical data model
Denormalization
Performance tuning
Size estimation
Implementation 12 Construct system Programming Test plan
Focus: delivery and Software testing Programs
support of completed Performance testing Documentation
system Migration plan
Primary output: 13 Install system Conversion sirafegy selection — Conversion plan
— Installed system — Business confingency plan
Training — Training plan
13 Maintain system Support selection Support plan
System maintenance Problem report
Project assessment Change request
13 Postimplementation Postimplementation audit Postimplementation audit report

FIGURE 1-3

Systems Development Life Cycle Phases
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project teams move through the steps consecutively, incrementally, iteratively, or
in other patterns. In this section, we provide an overview of the phases, steps, and
some of the techniques that are used to accomplish the steps. We should empha-
size that, in practice, an organization may follow one or more of many variations
on the overall SDLC.

For now, there are two important points to understand about the SDLC. First,
you should get a general sense of the phases and steps that IS projects move through
and some of the techniques that produce certain deliverables. Second, it is impor-
tant to understand that the SDLC is a process of gradual refinement. The deliver-
ables produced in the analysis phase provide a general idea of the shape of the new
system. These deliverables are used as input to the design phase, which then refines
them to produce a set of deliverables that describes in much more detailed terms
exactly how the system will be built. These deliverables in turn are used in the
implementation phase to produce the actual system. Each phase refines and elabo-
rates on the work done previously.

Planning

The planning phase is the fundamental process of understanding why an informa-
tion system should be built and determining how the project team will go about
building it. It has two steps:

1. During project initiation, the system’s business value to the organization is iden-
tified—how will it lower costs or increase revenues? Most ideas for new systems
come from outside the IS area (from the marketing department, accounting
department, etc.) in the form of a system request. A system request presents a
brief summary of a business need, and it explains how a system that supports the
need will create business value. The IS department works together with the per-
son or department generating the request (called the project sponsor) to conduct
a feasibility analysis. The feasibility analysis examines key aspects of the pro-
posed project:

m The technical feasibility (Can we build it?)
m The economic feasibility (Will it provide business value?)
m The organizational feasibility (If we build it, will it be used?)

The system request and feasibility analysis are presented to an information sys-
tems approval committee (sometimes called a steering committee), which decides
whether the project should be undertaken.

2. Once the project is approved, it enters project management. During project
management, the project manager creates a work plan, staffs the project, and
puts techniques in place to help the project team control and direct the proj-
ect through the entire SDLC. The deliverable for project management is a
project plan that describes how the project team will go about developing the
system.

Analysis

The analysis phase answers the questions of who will use the system, what the sys-
tem will do, and where and when it will be used. (See Figure 1-3.) During this
phase, the project team investigates any current system(s), identifies improvement



The Systems Development Life Cycde 13

opportunities, and develops a concept for the new system. This phase has three
steps:

1. An analysis strategy is developed to guide the project team’s efforts. Such a
strategy usually includes an analysis of the current system (called the as-is sys-
tem) and its problems, and of proposed ways to design a new system (called the
to-be system).

2. The next step is requirements gathering (e.g., through interviews or question-
naires). The analysis of this information—in conjunction with input from the
project sponsor and many other people—Ileads to the development of a concept
for a new system. The system concept is then used as a basis to develop a set of
business analysis models that describes how the business will operate if the new
system were developed. The set typically includes models that represent the data
and processes necessary to support the underlying business process.

3. The analyses, system concept, and models are combined into a document called
the system proposal, which is presented to the project sponsor and other key
decision makers (e.g., members of the approval committee) who will decide
whether the project should continue to move forward.

The system proposal is the initial deliverable that describes what business
requirements the new system should meet. Because it is really the first step in the
design of the new system, some experts argue that it is inappropriate to use the term
analysis as the name for this phase; some argue a better name would be analysis
and initial design. Because most organizations continue to use the name analysis
for this phase, we will use it in this book as well. It is important to remember, how-
ever, that the deliverable from the analysis phase is both an analysis and a high-level
initial design for the new system.

Design

The design phase decides how the system will operate in terms of the hardware,
software, and network infrastructure that will be in place; the user interface, forms,
and reports that will be used; and the specific programs, databases, and files that
will be needed. Although most of the strategic decisions about the system are made
in the development of the system concept during the analysis phase, the steps in the
design phase determine exactly how the system will operate. The design phase has
four steps:

1. The design strategy must be developed. This clarifies whether the system will be
developed by the company’s own programmers, whether its development will be
outsourced to another firm (usually a consulting firm), or whether the company
will buy an existing software package.

2. This leads to the development of the basic architecture design for the system that
describes the hardware, software, and network infrastructure that will be used. In
most cases, the system will add to or change the infrastructure that already exists
in the organization. The interface design specifies how the users will move
through the system (e.g., by navigation methods such as menus and on-screen
buttons) and the forms and reports that the system will use.

3. The database and file specifications are developed. These define exactly what
data will be stored and where they will be stored.
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4. The analyst team develops the program design, which defines the programs that
need to be written and exactly what each program will do.

This collection of deliverables (architecture design, interface design, database
and file specifications, and program design) is the system specification that is
handed to the programming team for implementation. At the end of the design
phase, the feasibility analysis and project plan are reexamined and revised, and
another decision is made by the project sponsor and approval committee about
whether to terminate the project or continue. (See Figure 1-3.)

Implementation

The final phase in the SDLC is the implementation phase, during which the system
is actually built (or purchased, in the case of a packaged software design). This is
the phase that usually gets the most attention, because for most systems it is the
longest and most expensive single part of the development process. This phase has
three steps:

1. System construction is the first step. The system is built and tested to ensure
that it performs as designed. Since the cost of fixing bugs can be immense, test-
ing is one of the most critical steps in implementation. Most organizations
spend more time and attention on testing than on writing the programs in the
first place.

2. The system is installed. /nstallation is the process by which the old system is
turned off and the new one is turned on. It may include a direct cutover approach
(in which the new system immediately replaces the old system), a parallel con-
version approach (in which both the old and new systems are operated for a
month or two until it is clear that there are no bugs in the new system), or a
phased conversion strategy (in which the new system is installed in one part of
the organization as an initial trial and then gradually installed in others). One of
the most important aspects of conversion is the development of a training plan
to teach users how to use the new system and help manage the changes caused
by the new system.

3. The analyst team establishes a support plan for the system. This plan usually
includes a formal or informal post-implementation review, as well as a systematic
way for identifying major and minor changes needed for the system.

PROJECT IDENTIFICATION AND INITIATION

Where do project ideas come from? A project is identified when someone in the
organization identifies a business need to build a system. This could occur within
a business unit or IT, be discovered by a steering committee charged with identi-
fying business opportunities, or evolve from a recommendation made by external
consultants. Examples of business needs include supporting a new marketing
campaign, reaching out to a new type of customer, or improving interactions with
suppliers. Sometimes, needs arise from some kind of “pain” within the organiza-
tion, such as a drop in market share, poor customer service levels, or increased
competition. Other times, new business initiatives and strategies are created and
a system is required to enable them.
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Business needs also can surface when the organization identifies unique
and competitive ways of using IT. Many organizations keep an eye on emerging
technology, which is technology that is still being developed and not yet viable for
widespread business use. For example, if companies stay abreast of technology like
smart cards or radio frequency identification (RFID) in its earliest stages, they can
develop business strategies that leverage the capabilities of these technologies and
introduce them into the marketplace as a first mover. Ideally, companies can take
advantage of this first mover position by making money and continuing to innovate
while competitors trail behind.

Both IT people (i.e., the experts in systems) and business people (i.c., the
experts in business) should work closely together to find ways for technology to
support business needs. In this way, organizations can leverage the exciting tech-
nologies available while ensuring that projects are based upon real business
objectives such as increasing sales, improving customer service, and decreasing
operating expenses. Ultimately, information systems need to affect the organiza-
tion’s bottom line (in a positive way!).

The project sponsor is someone who recognizes the strong business need for
a system and has an interest in seeing the system succeed. He or she will work
throughout the SDLC to make sure that the project is moving in the right direction
from the perspective of the business. The project sponsor serves as the primary
point of contact for the system. Usually, the sponsor of the project is from a busi-
ness function such as marketing, accounting, or finance; however, members of the
IT area also can sponsor or cosponsor a project.

The size or scope of the project determines the kind of sponsor that is
needed. A small, departmental system may require sponsorship from only a single
manager; however, a large, organizational initiative may need support from the
entire senior management team and even the CEO. If a project is purely techni-
cal in nature (e.g., improvements to the existing IT infrastructure or research
into the viability of an emerging technology), then sponsorship from IT is
appropriate. When projects have great importance to the business, yet are tech-
nically complex, joint sponsorship by both the business and IT functions may be
necessary.

The business need drives the high-level business requirements for the system.
Requirements are what the information system will do or what functionality it will
contain. They need to be explained at a high level so that the approval committee
and, ultimately, the project team understand what the business expects from the
final product. Business requirements are what features and capabilities the informa-
tion system will have to include, such as the ability to collect customer orders
online or the ability for suppliers to receive inventory information as orders are
placed and sales are made.

The project sponsor also should have an idea of the business value to be
gained from the system, in both tangible and intangible ways. Tangible value can
be quantified and measured easily (e.g., 2% reduction in operating costs). An intan-
gible value results from an intuitive belief that the system provides important, but
hard-to-measure, benefits to the organization (e.g., improved customer service, a
better competitive position).

Once the project sponsor identifies a project that meets an important business
need and he or she can identify the business requirements and business value of the
system, it is time to formally initiate the project. In most organizations, project ini-
tiation begins with a technique called a system request.
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YOUR 1-2 IMPLEMENTING A SATELLITE DATA NETWORK

TURN
A major retail store recently spent

$24 million dollars on a large private satellite communi-
cation system that provides state-ofthe-art voice, data,
and video transmission between stores and regional
headquarters. When an item gets sold, the scanner soft-
ware updates the inventory system in real time. As a
result, store transactions are passed on to regional and
national headquarters instantly, which keeps inventory
records up to date. One of the store’s major competitors
has an older system in which transactions are uploaded
at the end of a business day. The first company feels that
its method of instant communication and feedback allows
it to react more quickly to changes in the market, giving
the company a competitive advantage. For example, if
an early winter snowstorm causes stores across the upper

Midwest to start selling high-end (and high-profit) snow
throwers quite quickly, the company’s nearest warehouse
can prepare next-day shipments to maintain a good
inventory balance, while the competitor may not move
quite as quickly and thus lose out on such quick inventory
turnover.

QUESTIONS:

1. Do you think a $24 million investment in a private
satellite communication system could be justified by
a cost-benefit analysis? Could this be done with a
standard communication line (with encryption)?

2. How might the competitor attempt to close the “infor-
mation gap” in this example?

System Request

A system request is a document that describes the business reasons for building a
system and the value that the system is expected to provide. The project sponsor
usually completes this form as part of a formal system project selection process
within the organization. Most system requests include five elements: project spon-
sor, business need, business requirements, business value, and special issues. (See
Figure 1-4.) The sponsor describes the person who will serve as the primary con-
tact for the project, and the business need presents the reasons prompting the project.
The business requirements of the project refer to the business capabilities that the
system will need to have, and the business value describes the benefits that the
organization should expect from the system. Special issues are included on the doc-
ument as a catchall category for other information that should be considered in
assessing the project. For example, the project may need to be completed by a spe-
cific deadline. Project teams need to be aware of any special circumstances that
could affect the outcome of the system.

The completed system request is submitted to the approval committee for
consideration. This approval committee could be a company steering committee
that meets regularly to make information systems decisions, a senior executive who
has control of organizational resources, or any other decision-making body that
governs the use of business resources. The committee reviews the system request
and makes an initial determination, based on the information provided, of whether
to investigate the proposed project or not. If so, the next step is to conduct a feasi-
bility analysis.

Applying the Concepts at Tune Source

Throughout the book, we will apply the concepts in each chapter to a fictitious com-
pany called Tune Source. For example, in this section, we will illustrate the creation



Element

Project Sponsor

Business Need

Business Requirements

Business Value

Special Issues or
Constraints

The person who inifiafes the

The businessrelated reason for
initiating the system

The business capabilities that the
system will provide

The benefits that the system will
create for the organization

Issues that are relevant fo the
implementation of the system
that need fo be known by the
approval commitiee

Project Identification and Initiation

Description Examples

Several members of the finance

project and who serves as the department
primary point of contact for the  Vice president of markefing
project on the business side IT manager

Steering committee

ClO

CEO

Increase sales

Improve markef share

Improve access fo information

Improve customer service

Decrease product defects

Streamline supply acquisition
processes

Provide online access to information

Capiture customer demographic
information

Include product search capabilities

Produce management reports

Include online user support

3% increase in sales

1% increase in market share

Reduction in headcount by 5*FTEs

$200,000 cost savings from
decreased supply costs

$150,000 savings from removal
of existing sysfem

Governmentmandated deadline
for May 30

System needed in time for the
Christmas holiday season

Top-level security clearance needed
by project feam to work with data
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FIGURE 1-4
Flements of the System Request Form

* = Fullime equivalent

1-B INTERVIEW WITH DON HALLACY, PRESIDENT, TECHNOLOGY SERVICES, SPRINT CORPORATION

IN ACTION

At Sprint, network projects originate
from two vantage points—IT and the business units. IT
projects usually address infrastructure and support needs.
The business-unit projects typically begin affer a business
need is identified locally, and a business group informally
collaborates with IT regarding how a solution can be
delivered to meet customer expectations.

Once an idea is developed, a more formal request
process begins, and an analysis team is assigned fo inves-
tigate and validate the opportunity. This team includes
members from the user community and [T, and they scope
out at a high level what the project will do; create estimates

for technology, training, and development costs; and create
a business case. This business case contains the economic
value added and the net present value of the project.

Of course, not all projects undergo this rigorous
process. The larger projects require more time to be allo-
cated to the analysis team. It is important to remain flexible
and not let the process consume the organization. At the
beginning of each budgetary year, specific capital expen-
ditures are allocated for operational improvements and
mainfenance. Moreover, this money is set aside to fund
quick projects that deliver immediate value without going
through the traditional approval process.  Don #allazy
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YOUR 1-3 Too MucH PaAPER, PART 1

TURN
The South Dakota Department of

Labor, Workers’ Compensation division was sinking
under a load of paper files. As a state agency which
ascertains that employees are treated fairly when they
are injured on the job, the agency had a plethora of
paper files and filing cabinets. If a person (or company)
called to see the status of an injury claim, the clerk who
received the call would have to take a message, get the
paper file, review the status, and call the person back.
Files were stored in huge filing cabinets and were
entered by year and case number (for example, the
415th person injured in 2008 would be in a file num-
bered 08-415). But most callers did not remember the file
number and would give their name and address and the
date of injury. The clerk would look in a spiral notebook
for the last name around the date that was given—and

were small—possibly documenting a minor cut or minor
injury, and the employee was back to work after a brief
treatment period. Other folders could be very large, with
numerous medical reports from several doctors verifying
the extent of a serious injury and treatment (such as an arm
amputation). A digital solution was suggested—reports
could be submitted online via a secure website. Medical
reports could be submitted electronically, either as a pdf
file or as a faxed digital file. This solution would also
mean that the clerk taking the phone call could query the
database by the person’s name and access the informa-
tion in a matter of seconds.

QUESTION:
Prepare a systems request for this project. Fill in as much
as you can on the basis of the information provided.

then find the file number to retrieve the folder. Some folders

of a system request. Tune Source is a company headquartered in southern California.
Tune Source is the brainchild of three entrepreneurs with ties to the music industry:
John Margolis, Megan Taylor, and Phil Cooper. Originally, John and Phil partnered
to open a number of brick and mortar stores in southern California specializing in
hard-to-find and classic jazz, rock, country, and folk recordings. Megan soon was
invited to join the partnership because of her contacts and knowledge of classical
music. Tune Source quickly became known as the place to go to find rare audio
recordings. Annual sales last year were $40 million with annual growth at about
3%—5% per year.

Buckground John, Megan, and Phil, like many others in the music industry,
watched with alarm the rise of music-sharing websites like Napster, as music con-
sumers shared digital audio files without paying for them, denying artists and
record labels royalties associated with sales. Once the legal battle over copyright
infringement was resolved and Napster was shut down, the partners set about estab-
lishing agreements with a variety of industry partners in order to offer a legitimate
digital music download resource for customers in their market niche. Phil has asked
Carly Edwards, a rising star in the Tune Source marketing department, to spearhead
the digital music download project.

Tune Source currently has a website that enables customers to search for and
purchase CDs. This site was initially developed by an Internet consulting firm and
is hosted by a prominent local Internet Service Provider (ISP) in Los Angeles. The
IT department at Tune Source has become experienced with Internet technology as
it has worked with the ISP to maintain the site.

System Request At Tune Source, new IT projects are reviewed and approved by a
project steering committee that meets quarterly. The committee has representatives



FIGURE 1-5
System Request for Tune Source
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System Request—Digital Music Download Project

Project Sponsor: Carly Edwards, Assistant Vice President, Marketing

Business Need: This project has been initiated fo increase sales by creating the capability of sell
ing digital music downloads to customers through kiosks in our stores, and over the Infernet using
our website.

Business Requirements: Using the Web or instore kiosks, customers will be able to search for and
purchase digifal music downloads. The specific functionality that the system should have includes
the following:

e Search for music in our digital music archive.

e listen fo music samples.

e Purchase individual downloads at a fixed fee per download.

e Esiablish a custfomer subscription account permitting unlimited downloads for a monthly fee.

e Purchase music download gift cards.

Business Value: We expect that Tune Source will increase sales by enabling existing customers

to purchase specific digital music fracks and by reaching new customers who are interested in our
unique archive of rare and hard-+tofind music. VWe expect to gain a new revenue stream from
customer subscriptions fo our download services. VWe expect some increase in crossselling, as
cusfomers who have downloaded a track or two of a CD decide to purchase the entire CD

in a store or through our website. We also expect a new revenue stream from the sale of

music download gift cards.

Conservative estimates of tangible value to the company include the following:
e $757.500 in sales from individual music downloads

e $950,000 in sales from customer subscriptions

e $205,000 in additional in-store or website CD sales

e $153,000 in sales from music download gift cards

Special Issues or Constraints:

® The markefing department views this as a strafegic system. The ability fo offer digital music
downloads is critical in order to remain competitive in our market niche. Our music archive
of rare and hard-tofind music is an asset that is currently underutilized.

® Many of our current loyal customers have been requesting this capability, and we need to
provide this service or face the loss of these customers’ business.

® Because customers have a number of music download options available fo them elsewhere, we
need to bring this system to market as soon as possible.

from IT as well as from the major areas of the business. Carly’s first step was to pre-
pare a system request for the committee.

Figure 1-5 shows the system request she prepared. The project sponsor is
Carly, and the business needs are to increase sales and provide a music download
capability demanded by a very competitive marketplace. Notice that the need does
not focus on the technology associated with the project. The emphasis is on the
business aspects: sales and maintaining a competitive position in the company’s
market.

In the system request, the project sponsor focuses on describing his or her
vision of the business requirements at a very high level. Carly has expressed a
clear vision of how this system will affect Tune Source: sales of individual music
downloads, revenue from customer subscriptions, sales from cross-selling of CDs,
and sales of music download gift cards. Carly acknowledges customer demand for
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YOUR 1-4 CREATE A SYSTEM REQUEST

TURN
Think about your own university or  QuesTion:

college and choose an idea that could improve student  Create a system request that you could give to the

satisfaction with the course enrollment process. Currently, administration that explains the sponsor, business
can students enroll for classes from anywhere2 How long need, business requirements, and potential value of
does it take2 Are directions simple fo follow? Is online the project. Include any constraints or issues that
help available? should be considered.

Next, think about how technology can help sup-
port your idea. Would you need completely new technol-
ogy? Can the current system be changed?

this capability and also recognizes the need to respond to this demand in order to
retain the business of its loyal customer base.

The estimates of tangible value were difficult to develop, since this venture is
completely new to Tune Source. To prepare for this, Carly had several of her staff
members conduct both an in-store customer survey and an online customer survey to
assess the customers’ interest in individual music downloads, subscription programs,
and gift cards. The surveys also attempted to gauge the customers’ price sensitivity
for these offerings.

From the survey results, Carly and her staff developed a range of sales pro-
jections for the various revenue streams: a high-level estimate, a medium-level
estimate, and low-level estimate. They also developed probability assessments
for each of these outcomes, settling on a 25% likelihood for the high-level esti-
mate, a 60% likelihood for the medium-level estimate, and a 15% likelihood for
the low-level estimate. Based on the sales projections and the probability esti-
mates, a weighted average estimated sales figure was computed for each revenue
stream.

For example, for individual downloads,

Expected sales = (900,000 * .25) + (750,000 * .60) + (550,000 * .15)
= 225,000 + 450,000 + 82,500
= 757,500

These projections are summarized in Figure 1-6.

After analyzing the survey results, Carly and her staff were confident that the
sales projections and probability estimates were as accurate as they could make them
this early in the project. The completed system request is shown in Figure 1-5.

Steering Committee Approval Carly Edwards presented the system request for the
digital music download project to the Tune Source project steering committee at its
next meeting. Response to the request was uniformly positive. The strong interest in
the project by John, Megan, and Phil, the company’s top executives, helped to spur
the committee’s rapid approval of the project. Following approval of the system
request, Jason Wells, a senior systems analyst in the IT department, was assigned to
work with Carly to develop a preliminary feasibility analysis for the project.



FIGURE 1-6
Sales Projections for Tune Source
Digital Music Download Project

FIGURE 1-7
Feasibility Analysis Assessment Factors
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Sales Projections

Individual Downloads | Subscriptions | Cross-Selling of CDs | Gift Cards
High-level estimate $900,000 $1,100,000 $250,000 $180,000
(prob. = 25%)
Medium-level estimate /50,000 250,000 200,000 150,000
[prob. = 60%)
Low-level estimate 550,000 700,000 150,000 120,000
(prob. = 15%)
Weighted average $757,500 $950,000 $205,000 $153,000
expected sales

FEASIBILITY ANALYSIS

Once the need for the system and its business requirements have been defined, the
approval committee may authorize the systems analyst to create a more detailed
business case to better understand the opportunities and limitations associated with
the proposed project. Feasibility analysis guides the organization in determining
whether to proceed with a project. Feasibility analysis also identifies the important
risks associated with the project that must be addressed if the project is approved.
As with the system request, each organization has its own process and format for
the feasibility analysis, but most include techniques to assess three areas: technical
feasibility, economic feasibility, and organizational feasibility. The results of these
techniques are combined into a feasibility study deliverable that is given to the
approval committee at the end of project initiation. See Figure 1-7.

Technical Feasibility: Can We Build 11?

e Familiarity with application: Less familiarity generates more risk.

e Familiarity with technology: Less familiarity generates more risk.

® Project size: Large projects have more risk.

e Compdtibility: The harder it is fo integrate the system with the company’s existing
technology, the higher the risk will be.

Economic Feasibility: Should We Build 1t?

® Development costs

* Annual operafing costs

® Annual benefits (cost savings and revenues

e Infangible cosfs and benefits

Organizational Feasibility: If We Build I, Will They Come?
® Project champion(s)

e Senior management

® Users

e Other stakeholders

e s the project strategically aligned with the business?
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Although we will discuss feasibility analysis now within the context of project
initiation, most project teams will revise their feasibility study throughout the
SDLC and revisit its contents at various checkpoints during the project. If at any
point the project’s risks and limitations outweigh its benefits, the project team may
decide to cancel the project or make necessary improvements.

Technical Feasibility

The first technique in the feasibility analysis is to assess the technical feasibility of
the project, the extent to which the system can be successfully designed, developed,
and installed by the IT group. Technical feasibility analysis is, in essence, a fechnical
risk analysis that strives to answer the question: “Can we build it?*

Many risks can endanger the successful completion of the project. First and
foremost is the users’ and analysts’ familiarity with the application. When analysts
are unfamiliar with the business application area, they have a greater chance of
misunderstanding the users or missing opportunities for improvement. The risks
increase dramatically when the users themselves are less familiar with an application,
such as with the development of a system to support a new business innovation (e.g.,
Microsoft starting up a new Internet dating service). In general, the development of
new systems is riskier than extensions to an existing system, because existing systems
tend to be better understood.

Familiarity with the technology is another important source of technical risk.
When a system will use technology that has not been used before within the organ-
ization, there is a greater chance that problems will occur and delays will be
incurred because of the need to learn how to use the technology. Risk increases dra-
matically when the technology itself is new (e.g., web development using Ajax).

Project size is an important consideration, whether measured as the number
of people on the development team, the length of time it will take to complete the
project, or the number of distinct features in the system. Larger projects present
more risk, because they are more complicated to manage and because there is a
greater chance that some important system requirements will be overlooked or
misunderstood. The extent to which the project is highly integrated with other
systems (which is typical of large systems) can cause problems, because complexity
is increased when many systems must work together.

Finally, project teams need to consider the compatibility of the new system
with the technology that already exists in the organization. Systems rarely are built
in a vacuum—they are built in organizations that have numerous systems already in
place. New technology and applications need to be able to integrate with the
existing environment for many reasons. They may rely on data from existing sys-
tems, they may produce data that feed other applications, and they may have to use
the company’s existing communications infrastructure. A new CRM system, for
example, has little value if it does not use customer data found across the organiza-
tion in existing sales systems, marketing applications, and customer service systems.

The assessment of a project’s technical feasibility is not cut and dried, because
in many cases, some interpretation of the underlying conditions is needed (e.g., how
large does a project need to grow before it becomes less feasible?). One approach
is to compare the project under consideration with prior projects undertaken by the

4 We use the words “build it” in the broadest sense. Organizations can also choose to buy a commercial software
package and install it, in which case the question might be “Can we select the right package and successfully
install it?”



FIGURE 1-8
Steps to Conduct an Economic
Feasibility Analysis

Feasibility Analysis 23

organization. Another option is to consult with experienced IT professionals in the
organization or with external IT consultants; often, they will be able to judge
whether a project is feasible from a technical perspective.

Economic Feasibility

The second element of a feasibility analysis is to perform an economic feasibility
analysis (also called a cost—benefit analysis) that identifies the financial risk associ-
ated with the project. This attempts to answer the question “Should we build the
system?” Economic feasibility is determined by identifying costs and benefits asso-
ciated with the system, assigning values to them, and then calculating the cash flow
and return on investment for the project. The more expensive the project, the more
rigorous and detailed the analysis should be. Figure 1-8 lists the steps to perform a
cost—benefit analysis; each step will be described in the upcoming sections.

Identify Costs and Benefits The first task when developing an economic feasibility
analysis is to identify the kinds of costs and benefits the system will have and list
them along the left-hand column of a spreadsheet. Figure 1-9 lists examples of costs
and benefits that may be included.

The costs and benefits can be broken down into four categories: (1) development
costs, (2) operational costs, (3) tangible benefits, and (4) intangibles. Development
costs are those tangible expenses that are incurred during the creation of the system,
such as salaries for the project team, hardware and software expenses, consultant
fees, training, and office space and equipment. Development costs are usually thought
of as one-time costs. Operational costs are those tangible costs that are required to
operate the system, such as the salaries for operations staff, software licensing fees,
equipment upgrades, and communications charges. Operational costs are usually
thought of as ongoing costs.

1. Identify Costs and Benefits List the tangible costs and benéfits for the project.
Include both onetime and recurring costs.

2. Assign Values to Costs and Benefits ~ VWork with business users and [T professionals to create
numbers for each of the costs and benefits. Even
infangibles should be valued if at all possible.

3. Determine Cash Flow Forecast what the cosfs and benefits will be over a
certain period, usually, three to five years. Apply a
growth rate fo the values, if necessary.

4. Assess Project’s Economic Value Evaluate the project’s expected retumns in comparison to
its costs. Use one or more of the following evaluation
techniques:

® Return on Investment (ROI) Caleulate the rafe of return earned on the money

invested in the project, using the ROI formula.

* Break-Even Point (BEP) Find the year in which the cumulative project benefits
exceed cumulative project costs. Apply the breakeven
formula, using figures for that year. This calculation
measures how long it will take for the system 1o produce
benefits that cover its costs.

¢ Net Present Value (NPV) Restate all costs and benéfits in foday's dollar terms
(present value), using an appropriate discount rafe.
Defermine whether the fotal present value of benéfits is
greater than or less than the tofal present value of costs.
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Development Costs Operational Costs

FIGURE 1-9
Example of Costs and Benefits
for Economic Feasibility

Development team salaries
Consuliant fees

Development training
Hardware and software
Vendor installation

Office space and equipment

Data conversion costs

Increased sales
Reductions in staff
Reductions in invenfory
Reductions in IT costs

Better supplier prices

Software upgrades
Software licensing fees
Hardware repairs
Hardware upgrades
Operational team salaries
Communications charges

User training

Tangible Benefits Intangible Benefits

Increased market share
Increased brand recognition
Higher quality products
Improved customer service

Better supplier relafions

Tangible benefits include revenue that the system enables the organization to
collect, such as increased sales. In addition, the system may enable the organization
to avoid certain costs, leading to another type of tangible benefit: cost savings. For
example, if the system produces a reduction in needed staff, lower salary costs
result. Similarly, a reduction in required inventory levels due to the new system pro-
duces lower inventory costs. In these examples, the reduction in costs is a tangible

benefit of the new system.

Of course, a project also can affect the organization’s bottom line by reaping
intangible benefits or incurring intangible costs. Intangible costs and benefits are
more difficult to incorporate into the economic feasibility analysis because they are
based on intuition and belief rather than on “hard numbers.” Nonetheless, they

should be listed in the spreadsheet along with the tangible items.

O P 1-C INTANGIBLE VALUE AT CARLSON HOSPITALITY

IN ACTION

| conducted a case study at Carlson
Hospitality, a global leader in hospitality services, encom-
passing more than 1300 hotel, resort, restaurant, and
cruise ship operations in 79 countries. One of its brands,
Radisson Hotels & Resorts, researched guest stay informa-
tion and guest satisfaction surveys. The company was able
to quantify how much of a guest's lifetime value can be
attributed to his or her perception of the stay experience.
As a result, Radisson knows how much of the collective
future value of the enterprise is at stake, given the perceived

quality of the stay experience. Using this model, Radisson
can confidently show that a 10% increase in customer sat-
isfaction among the 10% of highest quality customers will
capture a one-point market share for the brand. Each point
in market share for the Radisson brand is worth $20 million
in additional revenve.  Barbara Wixom

QUESTION:
How can a project team use this information to help
determine the economic feasibility of a system?
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Assign Values to Costs and Benefits Once the types of costs and benefits have been
identified, you will need to assign specific dollar values to them. This may seem
impossible—How can someone quantify costs and benefits that haven’t happened
yet? And how can those predictions be realistic? Although this task is very difficult,
you have to do the best you can to come up with reasonable numbers for all of the
costs and benefits. Only then can the approval committee make an educated deci-
sion about whether or not to move ahead with the project.

The most effective strategy for estimating costs and benefits is to rely on the
people who have the best understanding of them. For example, costs and benefits
that are related to the technology or the project itself can be provided by the com-
pany’s IT group or external consultants, and business users can develop the numbers
associated with the business (e.g., sales projections, order levels). The company also
can consider past projects, industry reports, and vendor information, although these
sources probably will be a bit less accurate. Likely, all of the estimates will be
revised as the project proceeds.

If predicting a specific value for a cost or benefit is proving difficult, it may
be useful to estimate a range of values for the cost or benefit and then assign a like-
lihood (probability) estimate to each value. With this information, an expected
value for the cost or benefit can be calculated. Recall the calculations shown in
Figure 1-6 in which the Tune Source marketing staff developed expected values for
projected sales. As more information is learned during the project, the value esti-
mates and the probability estimates can be revised, resulting in a revised expected
value for the cost or benefit.

What about the intangible costs and benefits? Sometimes, it is acceptable to
list intangible benefits, such as improved customer service, without assigning a dollar
value. Other times, estimates have to be made regarding how much an intangible
benefit is “worth.” We suggest that you quantify intangible costs or benefits if at all
possible. If you do not, how will you know if they have been realized? Suppose that
a system claims to improve customer service. This benefit is intangible, but let’s
assume that the improvement in customer service will decrease the number of cus-
tomer complaints by 10% each year over three years and that $200,000 is currently
spent on phone charges and phone operators who handle complaint calls. Suddenly,
we have some very tangible numbers with which to set goals and measure the orig-
inally intangible benefit.

Figure 1-10 shows costs and benefits along with assigned dollar values. In this
example, for simplicity, all development costs are assumed to occur in the current
year 2009, and all benefits and operational costs are assumed to begin when the
system is implemented at the start of 2010, and continue through 2013. Notice that the
customer service intangible benefit has been quantified, based on a decrease in cus-
tomer complaint phone calls. The intangible benefit of being able to offer services that
competitors currently offer was not quantified, but it was listed so that the approval
committee will consider the benefit when assessing the system’s economic feasibility.

Determine Cash Flow A formal cost-benefit analysis usually contains costs and
benefits over a selected number of years (usually, three to five years) to show cash
flow over time. (See Figure 1-10.) With this cash flow method, the years are listed
across the top of the spreadsheet to represent the period for analysis, and numeric
values are entered in the appropriate cells within the spreadsheet’s body. Some-
times, fixed amounts are entered into the columns. For example, Figure 1-10 lists
the same amount for customer complaint calls, inventory costs, hardware, and software
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2009 2010 2011 2012 2013 Total
Benefits
Increased sales 500,000 530,000 561,800 505,508 2,187,308
Reduction in customer complaint calls® 70,000 70,000 70,000 70,000 280,000
Reduced inventory costs 68,000 68,000 68,000 68,000 272,000
Total Benefitsb 638,000 668,000 699,800 733,508 2,739,308
Development Costs
2 servers @ $125,000 250,000 0 0 0 0 250,000
Printer 100,000 0 0 0 0 100,000
Software licenses 34,825 0 0 0 0 34,825
Server software 10,945 0 0 0 0 10,945
Development labor 1,236,525 0 0 0 0 1,236,525
Total Development Costs 1,632,295 0 0 0 0 1,632,295
Operational Costs
Hardware 50,000 50,000 50,000 50,000 200,000
Software 20,000 20,000 20,000 20,000 80,000
Operational labor 115,000 119,600 124,384 129,359 488,343
Total Operational Costs 185,000 189,600 194,384 199,359 768,343
Total Costs 1,632,295 185,000 189,600 194,384 199,359 2,400,638
Total Benefits — Total Costs (1,632,295) 453,000 478,400 505,416 534,149 338,670
Cumulative Net Cash Flow (1,632,295) (1,179,295) (700,895) (195,479) 338,670
Return on Investment (ROI) 14.1% (338,670/2,400,638)
Break-even Point 3.37 years (costs are fully recovered in year 4;
[534,149 — 338,670]/534,149 = .37)
o Customer service values are based on reduced costs of handling customer complaint phone calls.
b An important yet infangible benefit will be the ability to offer services that our competitors currently offer.

FIGURE 1-10

Cost—Benefit Analysis — Simple Cash Flow Method

for all four years. Often, amounts are augmented by some rate of growth to adjust
for inflation or business improvements, as shown by the 6% increase that is added
to the sales numbers in the sample spreadsheet. Similarly, labor costs are assumed
to increase at a 4% rate each year. Finally, totals are added to determine what the
overall benefits will be, and the higher the overall total, the more feasible the solution
becomes in terms of its economic feasibility.

Determine Return on Investment The return on investment (ROI) is a calculation
that measures the average rate of return earned on the money invested in the project.
A high ROI suggests that the project’s benefits far outweigh the project’s cost. ROI
is a simple calculation that divides the project’s net benefits (total benefits — total
costs) by the total costs. (See Appendix 1A). Although ROI is commonly used in
practice, it suffers from several important limitations and should not be used as the
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only measure of a project’s worth. Figure 1-10 includes the ROI calculation for our
example project.

Determine Break-Even Point Another common approach to measuring a project’s
worth is the break-even point. The break-even point (also called the payback
method) is defined as the number of years it takes a firm to recover its original
investment in the project from net cash flows. As shown in Figure 1-10, the project’s
net cash flows “pay back” the initial investment during the fourth year; this is the year
in which the cumulative cash flow figure becomes positive. Dividing the differ-
ence between that year’s cash flow and its cumulative cash flow by that year’s cash
flow determines how far into the year the break-even will occur. See Appendix 1A
for the break-even calculation.

The break-even point is easy to calculate and understand and does give an
indication of a project’s liquidity or the speed at which the project will generate
cash returns. Also, projects that produce higher returns early in the project’s life are
thought to be less risky, since we can anticipate near-term events with more accu-
racy than we can long-term events. The break-even point does ignore cash flows
that occur after the break-even point has been reached and therefore is biased
against long-term projects.

Determine Net Present Value The simple cash flow method, return on investment,
and break-even point, as shown in Figure 1-10, all share the weakness of not recog-
nizing the time value of money. In these analyses, the timing of cash flows is
ignored. A dollar in year 3 of the project is considered equal to a dollar in year 1.

Net present value (NPV') is used to compare the present value of all cash
inflows and outflows for the project in today’s dollar terms. The key to understand-
ing present values is to recognize that if you had a dollar today, you could invest it
and receive some rate of return on your investment. Therefore, a dollar received in
the future is worth less than a dollar received today, since you forgo that potential
return. Appendix 1A shows the present value of a dollar received in the future for
different numbers of years and rates of return. If you have a friend who owes you a
dollar today, but instead gives you that dollar in three years—you’ve been had!
Given a 10% rate of return on an investment, you’ll be receiving the equivalent of
75 cents in today’s terms.

The basic formula to convert a future cash flow to its present value is shown
in Appendix 1A. In Figure 1-11, the present value of the costs and benefits has been
calculated and added to our example spreadsheet, using a 6% rate of return. The
NPV is simply the difference between the total present value of the benefits and the
total present value of the costs. As long as the NPV is greater than zero, the project
is considered economically feasible.

Organizational Feasibility

The final technique used for feasibility analysis is to assess the organizational
feasibility of the system: how well the system ultimately will be accepted by its
users and incorporated into the ongoing operations of the organization. There are
many organizational factors that can have an impact on the project, and seasoned
developers know that organizational feasibility can be the most difficult feasibility
dimension to assess. In essence, an organizational feasibility analysis attempts to
answer the question “If we build it, will they come?”
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2009 2010 2011 2012 2013 Total

Benefits

Increased sales 500,000 530,000 561,800 505,508

Reduction in customer complaint calls® 70,000 70,000 70,000 70,000

Reduced inventory costs 68,000 68,000 68,000 68,000
Total Benefitsb 638,000 668,000 699,800 733,508
Present Value Total Benefits 601,887 594,518 587,566 581,007 2,364,978
Development Costs

2 Servers @ $125,000 250,000 0 0 0 0

Printer 100,000 0 0 0 0

Software licenses 34,825 0 0 0 0

Server software 10,945 0 0 0 0

Development labor 1,236,525 0 0 0 0
Total Development Costs 1,632,295 0 0 0 0
Operational Costs

Hardware 50,000 50,000 50,000 50,000

Software 20,000 20,000 20,000 20,000

Operational labor 115,000 119,600 124,384 129,359
Total Operational Costs 185,000 189,600 194,384 199,359
Total Costs 1,632,295 185,000 189,600 194,384 199,359
Present Value Total Costs 1,632,295 174,528 168,743 163,209 157,911 2,296,686
NPV (PV Total Benefits — PV Total Costs) 68,292
Customer service values are based on reduced costs of handling customer complaint phone calls.

© An important yet infangible benefit will be the ability to offer services that our competitors currently offer.

FIGURE 1-11
Cost-Benefit Analysis— Present Value Method

O P 1-D RETURN ON INVESTMENT

IN ACTION

Many companies are undergoing
server virtualization. This is the concept of putting multi-
ple “virtual” servers onto one physical device. The pay-
offs can be significant: fewer servers, less electricity, less
generated heat, less air conditioning, less infrastructure
and administration costs, increased flexibility, less physical
presence (that is, smaller server rooms), faster mainte-
nance of servers, and more. There are costs, of course,
such as licensing the virtualization software, labor costs
in establishing the virtual servers onto a physical device,
labor costs in updating tables, and access. But determining

the return on investment can be a challenge. Some
companies have lost money on server virtualization,
while most would say that they have gained a positive
return on investment but have not really quantified the
results.

QUESTIONS:

1. How might a company really determine the return on
investment for server virtualization?2

2. Is this a project that a systems analyst might be involved
in2 Why or why not?
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To Enhance Organizational Feasibility

Champion

Organizational
Management

System Users

A champion:

e Initiafes the project

e Promotes the project

e Allocates his or her time fo the project
e Provides resources

Organizational managers:

e Know about the project

® Budget enough money for the project

® Encourage users fo accept and use the system

Users:

® Make decisions that influence the project

e Perform hands-on activities for the project

o Ultimately determine whether the project is
successful by using or not using the system

® Make a presentation about the objectives of the
project and the proposed benefits to those executives
who will benefit directly from the system.

o Create a prototype of the system fo demonstrate ifs
potential value.

® Make a presentation to management about the
objectives of the project and the proposed benefis.

o Market the benefits of the system, using memos and
organizational newsletters.

® Encourage the champion fo talk about the project with
his or her peers.

e Assign users official roles on the project team.

® Assign users specific tasks to perform, with clear
deadlines.

o Ask for feedback from users regularly [e.g., at
weekly meetings).

FIGURE 1-12

Important Stakeholders for Organizational Feasibility

One way to assess the organizational feasibility of the project is to understand
how well the goals of the project align with business objectives. Strategic alignment
is the fit between the project and business strategy—the greater the alignment, the
less risky the project will be, from an organizational feasibility perspective. For
example, if the marketing department has decided to become more customer
focused, then a CRM project that produces integrated customer information would
have strong strategic alignment with marketing’s goal. Many IT projects fail when
the IT department initiates them, because there is little or no alignment with
business-unit or organizational strategies.

A second way to assess organizational feasibility is to conduct a stakeholder
analysis.> A stakeholder is a person, group, or organization that can affect (or can
be affected by) a new system. In general, the most important stakeholders in the
introduction of a new system are the project champion, system users, and organiza-
tional management (see Figure 1-12), but systems sometimes affect other stake-
holders as well. For example, the IS department can be a stakeholder of a system
because IS jobs or roles may be changed significantly after the system’s implemen-
tation. One key stakeholder—outside of the champion, users, and management—in
Microsoft’s project that embedded Internet Explorer as a standard part of Windows
was the U.S. Department of Justice.

The champion is a high-level executive and is usually, but not always, the
project sponsor who created the system request. The champion supports the project
by providing time and resources (e.g., money) and by giving political support
within the organization by communicating the importance of the system to other
organizational decision makers. More than one champion is preferable because if
the champion leaves the organization, the support could leave as well.

5 A good book on stakeholder analysis that presents a series of stakeholder analysis techniques is R. O. Mason
and L. I. Mittroff, Challenging Strategic Planning Assumptions: Theory, Cases, and Techniques, New York:
John Wiley & Sons, 1981.
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While champions provide day-to-day support for the system, organizational
management also needs to support the project. Such management support conveys
to the rest of the organization the belief that the system will make a valuable con-
tribution and that necessary resources will be made available. Ideally, management
should encourage people in the organization to use the system and to accept the
many changes that the system will likely create.

A third important set of stakeholders is the system users who ultimately
will use the system once it has been installed in the organization. Too often, the
project team meets with users at the beginning of a project and then disappears
until after the system is created. In this situation, rarely does the final product
meet the expectations and needs of those who are supposed to use it, because
needs change and users become savvier as the project progresses. User partici-
pation should be promoted throughout the development process to make sure
that the final system will be accepted and used, by getting users actively
involved in the development of the system (e.g., performing tasks, providing
feedback, and making decisions).

The final feasibility study helps organizations make wiser investments
regarding IS because it forces project teams to consider technical, economic, and
organizational factors that can affect their projects. It protects IT professionals
from criticism by keeping the business units educated about decisions and posi-
tioned as the leaders in the decision-making process. Remember—the feasibility
study should be revised several times during the project at points where the project
team makes critical decisions about the system (e.g., before the design begins).
The final feasibility study can be used to support and explain the critical choices
that are made throughout the SDLC.

Applying the Concepts at Tune Source

The steering committee met and placed the digital music download project high on
its list of projects.

YOUR 1-5 Too MucH PAPER, PART 2

Review the description of the South  crashed or the files were accidentally deleted2 What if
Dakota workers’ compensation project in Your Turn 1-3.  they could not retrieve the electronic file2
There were legal hurdles to implementing a digital solution
to handle workers’ compensation claims. One hurdle was ~ QuesTions:
that the previous paper method had physical signatures 1. What legal issues might arise from having only “digital

from employees signing off that they had received treat- signatures” or only electronic/paper copies of docu-

ment or that the doctor had signed off on medical treatment ments instead of physical documents2 How do these

performed. How could such permissions be preserved and issues affect the project’s feasibility?

duplicated digitally? 2. In terms of organizational feasibility and adoption,
In addition, some clerks were afraid that the digital what might an analyst do to convince these clerks to

solution might not work. What if they could not find an adopt and use the new technology?

electronic file on the computer?2 What if a hard drive
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The next step was for Carly and Jason to develop the feasibility analysis.
Figure 1-13 presents the executive summary page of the feasibility study: The
report itself was about 10 pages long, and it provided additional detail and sup-
porting documentation.

As shown in Figure 1-13, the project is somewhat risky from a technical per-
spective. Tune Source has minimal experience with the proposed application and

Digital Music Download Project Executive Summary

Carly Edwards and Jason Wells created the following feasibility analysis for the Tune Source Digital Music Download Project. The System Request is
aftached, along with the detailed feasibility study. The highlights of the feasibility analysis are as follows:

Technical Feasibility
The Digital Music Download system is feasible technically, although there is some risk.

Tune Source’s risk regarding familiarity with music download applications is moderately high.

e The Marketing Department has litfle experience with a subscription-based business model.

e The IT department has strong knowledge of the company’s existing Web-based CD sales system, but it has not worked with music downloads or
customer subscriptions.

e Numerous music download sites exist on the Infernet.

Tune Source’s risk regarding familiarity with the technology is moderately low.

o The IT department has knowledge of the current Web-based order entry system and the databases and Internet technology it uses.

e The IT department has no direct knowledge of the technology required fo store and deliver digital music downloads; however, many of the fech-
nical issues will be the responsibility of the ISP.

e Consuliants are readily available fo provide help in this area.

The project size is considered medium risk.

o The project team will likely consist of 10 or fewer people.
e Business user involvement will be required.
® The project time frame is somewhat critical, since the system is needed to maintain our competitive position in the market.

The compatibility with Tune Source’s existing technical infrastructure should be good.

e An Infernet infrastructure is already in place af the refail stores and corporate headquarters.
® The ISP should be able fo scale its services to accommodate the new Digital Music Download system.

Economic Feasibility

A cost-benefit analysis was performed; see attached spreadsheet for details (provided in Appendix 1B). Conservative estimates show that the Digital
Music Download system has a good chance of significantly enhancing the company’s bottom line.

ROl over 3 years: 280%
NPV over 3 years: $4,180,431
Breakeven occurs after 0.17 years

Intangible Costs and Benefits
Improved customer satisfaction.
Enhanced competitive position through expansion of our brand into the music download market.

Organizational Feasibility

From an organizational perspective, this project has low risk. The top executives of the company have a strong interest in the project, and the
project champion, Carly Edwards, is a respected and knowledgeable markefing executive.

The users of the system, Internet consumers and in-store kiosk users, are expected fo appreciate the entry of Tune Source info the music download
arena. Management at the stores may have some concern about lost CD sales; however, since customers have so many other options available for
music downloads, this system may prevent our losing those customers to other digital music sources and may provide us with the opportunity to cross-
sell those customers from our CD inventory.

Additional comments:

o The Markefing Department views this as a strafegic system. This system will allow us fo leverage our music archive and our wellestablished
market position to establish a presence in the digital music download business. Our customers have been requesting such a capability, and we
believe it will be well accepted.

® We should consider hiring a consultant with expertise in similar applications to assist with the project.

® We will need new siaff fo operate the system and potentially to provide customer service for subscribers and giftcard holders.

FIGURE 1-13
Feasibility Analysis Executive Summary for Tune Source



32 Chapter 1 The Systems Analyst and Information Systems Development

YOUR

1-6 CREATE A FEASIBILITY ANALYSIS

TURN

QUESTIONS:

1. List three things that influence the technical feasibility the three kinds of feasibility@

of the system.

Think about the idea that you devel- 2. List three things that influence the economic feasibility
oped in “Your Turn 1-4” to improve your university or col- of the system.
lege course enrollment process. 3. List three things that influence the organizational fea-

sibility of the system.
4. How can you learn more about the issues that affect

the technology. One solution may be to hire a consultant to work with the IT depart-
ment and to offer guidance.

The economic feasibility analysis includes the assumptions that Carly made
in the system request. The summary spreadsheet that led to the values in the feasi-
bility analysis has been included in Appendix 1B. Development costs are expected
to be about $280,000. This is a very rough estimate, as Jason has had to make some
assumptions about the amount of time it will take to design and program the sys-
tem. Nonetheless, the digital music download system appears to be very strong
economically.

The organizational feasibility is presented in Figure 1-13. There is a strong
champion, well placed in the organization, to support the project. The project orig-
inated in the business or functional side of the company, not the IS department, and
support for the project among the senior management team is strong.

Additional stakeholders in the project are the management team responsible
for the operations of the traditional stores and the store managers. They should be
quite supportive, given the added service that they now can offer. Carly and Jason
need to make sure that they are included in the development of the system so that
they can appropriately incorporate it into their business processes.

SUMMARY

Systems Analyst Skills and Specializations

The systems analyst is a key person in the development of information systems. The
systems analyst helps to analyze the business situation, identify opportunities for
improvements, and design an information system that adds value to the organiza-
tion. The systems analyst serves as a change agent, and this complex responsibility
requires a wide range of skills, including technical, business, analytical, interper-
sonal, management, and ethical. In some organizations, systems analysts may
develop a specialization such as business analyst, infrastructure analyst, change
management analyst, or project manager.

The System Development Life Cycle

All system development projects follow essentially the same fundamental process
called the system development life cycle (SDLC). The SDLC starts with a planning
phase in which the project team identifies the business value of the system, conducts
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a feasibility analysis, and plans the project. The second phase is the analysis phase,
in which the team develops an analysis strategy, gathers information, and builds a
set of analysis models. In the next phase, the design phase, the team develops the
design strategy, the physical design, architecture design, interface design, database
and file specifications, and program design. In the final phase, implementation, the
system is built, installed, and maintained.

Project Identification and Initiation

Projects are identified when someone recognizes a business need that can be satis-
fied through the use of information technology. Project initiation is the point at
which an organization creates and assesses the original goals and expectations for
a new system. The first step in the process is to identify the business value for the
system by developing a system request that provides basic information about the
proposed system. Next, the analysts perform a feasibility analysis to determine
the technical, economic, and organizational feasibility of the system.

System Request

The business value for an information system is identified and then described in a
system request. This form contains the project’s sponsor, business need, business
requirements, and business value of the information system, along with any other
issues or constraints that are important to the project. The document is submitted to
an approval committee who determines whether the project would be a wise invest-
ment of the organization’s time and resources.

Feasibility Analysis

A feasibility analysis is then used to provide more detail about the risks associated
with the proposed system, and it includes technical, economic, and organizational
feasibilities. The technical feasibility focuses on whether the system can be built, by
examining the risks associated with the users’ and analysts’ familiarity with the appli-
cation, familiarity with the technology, project size, and compatibility with existing
systems. The economic feasibility addresses whether the system should be built. It
includes a cost—benefit analysis of development costs, operational costs, tangible
benefits, and intangible costs and benefits. Finally, the organizational feasibility
analysis assesses how well the system will be accepted by its users and incorporated
into the ongoing operations of the organization. The strategic alignment of the project
and a stakeholder analysis can be used to assess this feasibility dimension.

Analysis models
Analysis phase
Analysis strategy
Approval committee
Architecture design
As-is system
Break-even analysis
Business analyst
Business need
Business requirements

Business value

Cash-flow method

Champion

Change management analyst
Compatibility

Construction

Cost—benefit analysis

Database and file specifications
Deliverable

Design phase

Design strategy

Development costs

Economic feasibility

Emerging technology
Familiarity with technology
Familiarity with the application
Feasibility analysis

Feasibility study

First mover

Functionality
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Gradual refinement
Implementation phase
Infrastructure analyst
Installation

Intangible benefits
Intangible costs
Intangible value
Interface design

Net present value (NPV)
Operation costs
Organizational feasibility
Organizational management
Payback method

Phase

Planning phase

Program design
Project initiation
Project management
Project manager
Project plan

Project size

Project sponsor
Requirements gathering
Special issues
Stakeholder
Stakeholder analysis
Steering committee
Step

Strategic alignment
Support plan

System proposal
System request
System specification
System users
Systems analyst
Systems development life cycle
(SDLC)
Tangible benefits
Tangible value
Technical feasibility
Technique
To-be system
Training plan
Work plan

QUESTIONS

1.

10.
11.

12.

13.

14.

15.

What are the six general skills all project team
members should have?
What are the major roles on a project team?

. Compare and contrast the role of a systems analyst,

business analyst, and infrastructure analyst.
Compare and contrast phases, steps, techniques, and
deliverables.

. Describe the major phases in the systems develop-

ment life cycle (SDLC).

. Describe the principal steps in the planning phase.

What are the major deliverables?
Describe the principal steps in the analysis phase.
What are the major deliverables?

. Describe the principal steps in the design phase.

What are the major deliverables?

. Describe the principal steps in the implementation

phase. What are the major deliverables?

Which phase in the SDLC is the most important?
What does gradual refinement mean in the context
of SDLC?

Give three examples of business needs for a
system.

Describe the roles of the project sponsor and the
approval committee.

What is the purpose of an approval committee? Who
is usually on this committee?

Why should the system request be created by a
businessperson as opposed to an IS professional?

16.

17.

18.
19.
20.
21.
22.

23.

24.

25.

26.

27.

What is the difference between intangible value and
tangible value? Give three examples of each.

What are the purposes of the system request and the
feasibility analysis? How are they used in the project
selection process?

Describe two special issues that may be important
to list on a system request.

Describe the three techniques for feasibility analysis.
What factors are used to determine project size?
Describe a “risky” project in terms of technical
feasibility. Describe a project that would not be
considered risky.

What are the steps for assessing economic feasibility?
Describe each step.

List two intangible benefits. Describe how these
benefits can be quantified.

List two tangible benefits and two operational costs
for a system. How would you determine the values
that should be assigned to each item?

Explain how an expected value can be calculated
for a cost or benefit. When would this be done?
Explain the net present value and return on invest-
ment for a cost—benefit analysis. Why would these
calculations be used?

What is the break-even point for the project? How
is it calculated?

. What is stakeholder analysis? Discuss three stake-

holders that would be relevant for most projects.
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A.

Look in the classified section of your local newspa-
per. What kinds of job opportunities are available for
people who want analyst positions? Compare and
contrast the skills that the ads solicit with the skills
that were presented in this chapter.

. Think about your ideal analyst position. Write a

newspaper ad to hire someone for that position. What
requirements would the job have? What skills and
experience would be required? How would appli-
cants demonstrate that they have the appropriate
skills and experience?

Locate a news article in an IT trade magazine (e.g.,
Computerworld) about an organization that is
implementing a new computer system. Describe the
tangible and intangible values that the organization
likely will realize from the new system.

Car dealers have realized how profitable it can be to
sell automobiles by using the Web. Pretend that you
work for a local car dealership that is part of a large
chain such as CarMax. Create a system request that
you might use to develop a Web-based sales system.
Remember to list special issues that are relevant to
the project.

Suppose that you are interested in buying yourself a
new computer. Create a cost—benefit analysis that
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illustrates the return on investment that you would
receive from making this purchase. Computer-related
websites (www.dell.com, www.hp.com) should reveal
real tangible costs that you can include in your
analysis. Project your numbers out to include a three-
year period and provide the net present value of the
final total.

Consider the Amazon.com website. The manage-
ment of the company decided to extend its Web-
based system to include products other than books
(e.g., wine, specialty gifts). How would you have
assessed the feasibility of this venture when the
idea first came up? How “risky” would you have
considered the project that implemented this idea?
Why?

. Interview someone who works in a large organiza-

tion, and ask him or her to describe the approval
process that exists for proposed new development
projects. What do they think about the process?
What are the problems? What are the benefits?

. Reread the “Your Turn 1-2” box (Implementing a

Satellite Data Network). Create a list of the stake-
holders that should be considered in a stakeholder
analysis of this project.

1.

Barbara Singleton, manager of western regional sales
at the WAMAP Company, requested that the IS depart-
ment develop a sales force management and tracking
system that would enable her to better monitor the per-
formance of her sales staff. Unfortunately, due to the
massive backlog of work facing the IS department, her
request was given a low priority. After six months of
inaction by the IS department, Barbara decided to take
matters into her own hands. Following the advice of
friends, Barbara purchased a PC and simple database
software and constructed a sales force management
and tracking system on her own.

Although Barbara’s system has been “completed”
for about six weeks, it still has many features that do
not work correctly, and some functions are full of
errors. Barbara’s assistant is so mistrustful of the sys-
tem that she has secretly gone back to using her old
paper-based system, since it is much more reliable.

Over dinner one evening, Barbara complained to a
systems analyst friend, “I don’t know what went wrong
with this project. It seemed pretty simple to me. Those
IS guys wanted me to follow this elaborate set of steps
and tasks, but I didn’t think all that really applied to a
PC-based system. I just thought I could build this sys-
tem and tweak it around until I got what I wanted with-
out all the fuss and bother of the methodology the IS
guys were pushing. I mean, doesn’t that just apply to
their big, expensive systems?”

Assuming that you are Barbara’s systems analyst
friend, how would you respond to her complaint?

. The Amberssen Specialty Company is a chain of

12 retail stores that sell a variety of imported gift items,
gourmet chocolates, cheeses, and wines in the Toronto
area. Amberssen has an IS staff of three people who have
created a simple, but effective, information system of
networked point-of-sale registers at the stores, and a
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centralized accounting system at the company headquar-
ters. Harry Hilman, the head of Amberssen’s IS group,
has just received the following memo from Bill
Amberssen, Sales Director (and son of Amberssen’s
founder):

Harry—It’s time Amberssen Specialty launched itself on
the Internet. Many of our competitors are already there,
selling to customers without the expense of a retail
storefront, and we should be there too. I project that we
could double or triple our annual revenues by selling our
products on the Internet. I'd like to have this ready by
Thanksgiving, in time for the prime holiday gift-shopping
season. Bill

After pondering this memo for several days, Harry

scheduled a meeting with Bill so that he could clarify
Bill’s vision of this venture. Using the standard content
of a system request as your guide, prepare a list of
questions that Harry needs to have answered about this
project.
The Decker Company maintains a fleet of 10 service
trucks and crews that provide a variety of plumbing,
heating, and cooling repair services to residential cus-
tomers. Currently, it takes on average about 6 hours
before a service team responds to a service request.
Each truck and crew averages 12 service calls per
week, and the average revenue earned per service call
is $150. Each truck is in service 50 weeks per year.
Due to the difficulty in scheduling and routing, there is
considerable slack time for each truck and crew during
a typical week.

In an effort to more efficiently schedule the trucks and
crews and improve their productivity, Decker manage-
ment is evaluating the purchase of a prewritten routing
and scheduling software package. The benefits of the sys-
tem will include reduced response time to service
requests and more productive service teams, but manage-
ment is having trouble quantifying these benefits.

One approach is to make an estimate of how much
service response time will decrease with the new sys-
tem, which then can be used to project the increase in
the number of service calls made each week. For exam-
ple, if the system permits the average service response
time to fall to 4 hours, management believes that each
truck will be able to make 16 service calls per week on
average—an increase of 4 calls per week. With each
truck making 4 additional calls per week and the aver-
age revenue per call at $150, the revenue increase per
truck per week is $600 (4 X $150). With 10 trucks in
service 50 weeks per year, the average annual revenue
increase will be $300,000 ($600 X 10 X 50).

Decker Company management is unsure whether
the new system will enable response time to fall to 4
hours on average, or will be some other number.
Therefore, management has developed the following
range of outcomes that may be possible outcomes of
the new system, along with probability estimates of
each outcome occurring:

New Response Time  # Calls/Truck/Week  Likelihood

2 hours 20 20%
3 hours 18 30%
4 hours 16 50%

Given these figures, prepare a spreadsheet model that
computes the expected value of the annual revenues to
be produced by this new system.

Martin is working to develop a preliminary cost-benefit
analysis for a new client-server system. He has identi-
fied a number of cost factors and values for the new
system, summarized in the following tables:

Development Costs—Personnel
2 Systems Analysts 400 hours/ea @ $50/hour
250 hours/ea @ $35/hour

200 hours/ea @ $40/hour

4 Programmer Analysts

1 GUI Designer

1 Telecommunications
Specialist 50 hours/ea @ $50/hour

100 hours/ea @ $50/hour

15 hours/ea @ $45/hour

250 hours/ea @ $15/hour

1 System Architect
1 Database Specialist
1 System Librarian

Development Costs—Training
4 Oracle training registration $3500/student

Development Costs—New Hardware and Software

1 Development server $18,700

1 Server software (OS, misc.) $1500

1 DBMS server software $7500

7 DBMS client software $950/client

Annual Operating Costs—Personnel
125 hours/ea @ $35/hour
20 hours/ea @ $15/hour

2 Programmer Analysts
1 System Librarian

Annual Operating Costs—Hardware, Software, and Misc.
$995
$525

1 Maintenance agreement for server
1 Maintenance agreement for server
DBMS software

Preprinted forms 15,000/year @ $.22/form

The benefits of the new system are expected to come
from two sources: increased sales and lower inventory
levels. Sales are expected to increase by $30,000 in the



first year of the system’s operation and will grow at a
rate of 10% each year thereafter. Savings from lower
inventory levels are expected to be $15,000 per year for
each year of the project’s life.

Using a format similar to the spreadsheets in this
chapter, develop a spreadsheet that summarizes this
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Appendix 18— Detailed Economic Feasibility Analysis for Tune Source

project’s cash flow, assuming a four-year useful life
after the project is developed. Compute the present
value of the cash flows, using an interest rate of 9%.
What is the NPV for this project? What is the ROI
for this project? What is the break-even point? Should
this project be accepted by the approval committee?

APPENDIX TA: FINANCIAL CONCEPTS FOR COST-BENEFIT ANALYSIS

Performance Measure

Return on Investment (ROI)

Definition

The amount of revenue or cost saving return
from a given investment

Formula

Total benefits — total costs
Total costs

Break-Even Point

The point in fime at which the costs of the
project equal the value it has delivered

Yearly Net Cash Flow — Cumulative Net Cash Flow
Yearly Net Cash Flow

Use the yearly net cash flow amount from the first
year in which the project has a positive cash flow.

Add the above amount fo the year in which the
project has a positive cash flow minus one.

Present Value (PV)

The value of a cash flow today compared
with that same amount in the future, taking
info account the time value of money

Cash flow amount
(T + inferest rate)”

n = number of years in the future

Net Present Value (NPV)

The total present value of benefits less the
fotal present value of costs

3, PV Benefits — 3 PV Costs

FIGURE TA-1

Common Cost—Benefit Financial Calculations

FIGURE 1A-2
The Present Value of a Dollar Received
Some Years in the Future

Number of Years 6% 10% 15%
1 943 909 870
2 890 826 756
3 .840 751 572
4 792 .683 497

APPENDIX 1B—DETAILED ECONOMIC FEASIBILITY ANALYSIS FOR TUNE SOURCE

Figure 1B-1 contains the summary spreadsheet for the

Tune Source digital music download project. As shown,
Carly’s original sales projections are used for the first
year’s revenues. Sales are expected to grow 4% in the
second year and 3% in the third year.

* Some of the salary information may seem high to you. But keep in mind
that most companies use a “full cost” model for estimating salary cost in

Cost projections are based on Jason’s assumptions
about the time it will take to develop the system and the
resources that will be required. Operating costs have a
considerable new labor component because a new busi-
ness unit is being created, requiring additional staff.*

which all benefits (e.g., health insurance, retirement, payroll taxes) are
included in salaries when estimating costs.




38

Chapter 1 The Systems Analyst and Information Systems Development

Figure 1B-1 incorporates several of the financial
analysis techniques we have discussed. The rows
marked A and C summarize the annual benefits and
costs, respectively. The row marked D shows the yearly
net benefits (total benefits — total costs). The ROI

calculation shows that this project is expected to return
280% on the investment, calculated by dividing the
total benefits in row A by the total costs in row C.
Row E shows the cumulative cash flow for the
project, and this is used to determine the break-even

2009 2010 2011 2012 Total
Benefits
Increased sales from individual music downloads 757,500 787,800 811,434 2,356,734
Increased sales from customer subscriptions 950,000 988,000 1,017,640 2,955,640
Increased sales from in-store or website CD sales 205,000 213,200 219,596 637,796
Increased sales from music download gift cards 153,000 159,120 163,894 476,014
&) | Total Benefits 2,065,500 2,148,120 2,212,564 6,426,184
Present Value Total Benefits 1,948,585 1,911,819 1,857,711 5,718,115
Development Costs
Labor: Analysis and design 42,000 0 0 0 42,000
Labor: Implementation 120,000 0 0 0 120,000
Consultant fees 50,000 0 0 0 50,000
Development training 5,000 0 0 0 5,000
Office space and equipment 2,000 0 0 0 2,000
In-store kiosks 25,000 0 0 0 25,000
Software 10,000 0 0 0 10,000
Hardware 25,000 0 0 0 25,000
Total Development Costs 279,000 (o} (o} (o} 279,000
Operational Costs
Labor: VWebmaster 85,000 87,550 Q0,177 262,727
Labor: Network technician 60,000 61,800 63,654 185,454
Labor: Computer operations 50,000 51,500 53,045 154,545
Labor: Business manager 60,000 61,800 63,654 185,454
Labor: Assistant manager 45,000 46,350 47,741 139,091
Labor: Three staff 90,000 92,700 05,481 278,181
Software upgrades 1,000 1,000 1,000 3,000
Software licenses 3,000 1,000 1,000 5,000
Hardware upgrades 5,000 3,000 3,000 11,000
User training 2,000 1,000 1,000 4,000
Additional ISP charges 15,000 17,000 18,500 50,500
Communications charges 20,000 20,000 20,000 60,000
Marketfing expenses 25,000 25,000 25,000 75,000
Total Operational Costs 461,000 469,700 483,251 1,413,951
©| Total Costs 279,000 461,000 469,700 483,251 1,692,951
(D)| Total Benefits — Total Costs (279,000) 1,604,500 1,678,420 1,729,313 4,733,233
(E)| Cumulative Net Cash Flow (279,000) 1,325,500 3,003,920 4,733,233
()| Present Value Total Costs 279,000 434,906 418,031 405,747 1,537,684
Return on Investment (ROI) 280% (6,426,184/1,692,951)
Break-Even Point 0.17 years (costs are fully recovered in the first year;
[1,604,500 — 1,325,500]/1,604,500)
NPV (PV Total Benefits — PV Total Costs) 4,180,431 (5,718,115 — 1,537,684)
Intangible Benefits: Improved customer satisfaction
Enhanced market position
FIGURE 1B-1

Economic Feasibility Analysis for Tune Source




point. As seen in Figure 1B-1, the project fully recovers
its costs in the first year, since the cumulative net cash
flow is positive in the first year.

The row marked B computes the present value
of each year’s total benefits, and the row marked F
computes the present value of each year’s total costs.
These values are used in the NPV calculation. The
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total present value of costs is subtracted from the total
present value of benefits, and the result is a large pos-
itive number, indicating the high desirability of this
investment.

This spreadsheet shows that this project can add
significant business value even if the underlying assump-
tions prove to be overly optimistic.
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IMPLEMENTATION

CHAPTER 2

PROJECT SELECTION
AND MANAGEMENT

T his chapter discusses how organizations evaluate and select projects to undertake
from the many available projects. Once a project has been selected, the project
manager plans the project. Project management involves selecting a project methodology,
creating the project work plan, identifying project staffing requirements, and preparing to
manage and control the project. These steps produce important project management deliv-
erables, including the work plan, staffing plan, standards list, project charter, and risk
assessment.

OBJECTIVES

m Understand how projects are selected in some organizations.

Understand various approaches to the SDLC that can be used to structure a
development project.

Understand how to select a project methodology based on project characteristics.
Become familiar with project estimation.

Be able to create a project work plan.

Understand how to staff a project.

Understand techniques to coordinate and manage the project.

Understand how to manage risk on the project.

CHAPTER OUTLINE

Introduction Managing and Controlling the Project
Project Selection Refining Estimates
Applying the Concept at Tune Source Managing Scope
Creating the Project Plan Timeboxing
Project Methodology Options Managing Risk
Selecting the Appropriate Applying the Concepts at Tune Source
Methodology Summary
Estimating the Project Time Frame Appendix 2A—The Function Point
Developing the Work Plan Approach
Staffing the Project Appendix 2B—Project Management
Coordinating Project Activities Tools: The Gantt Chart and PERT
Chart
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INTRODUCTION

Most IT departments face a demand for IT projects that far exceeds the depart-
ment’s ability to supply them. In the past 10 years, business application growth has
exploded, and chief information officers (CIOs) are challenged to select projects
that will provide the highest possible return on IT investments while managing
project risk. In a recent analysis, AMR Research Inc. found that 2%—15% of proj-
ects taken on by IT departments are not strategic to the business.! In today’s glob-
ally competitive business environment, the corporate IT department needs to care-
fully prioritize, select, and manage its portfolio of development projects.

Historically, IT departments have tended to select projects by ad hoc methods:
first-in, first-out; political clout; or the squeaky wheel getting the grease. In recent
years, IT departments have collected project information and mapped the projects’
contributions to business goals, using a project portfolio perspective.? Project port-
folio management, a process of selecting, prioritizing, and monitoring project results,
has become a critical success factor for IT departments facing too many potential
projects with too few resources.? Software for project portfolio management, such as
Hewlett Packard’s Project and Portfolio Management, Primavera Systems’ ProSight,
and open-source Project.net, has become a valuable tool for IT organizations.

Once selected, a systems development project undergoes a thorough process of
project management, the process of planning and controlling the project within a spec-
ified time frame, at minimum cost, with the desired outcomes.* A project manager has
the primary responsibility for managing the hundreds of tasks and roles that need to be
carefully coordinated. Project management has evolved into an actual profession with
many training options and professional certification (e.g., Project Management Pro-
fessional, or PMP) available through the Project Management Institute (www.pmi.org).
Dozens of software products are available to support project management activities.

Although training and software are available to help project managers, unrea-
sonable demands set by project sponsors and business managers can make project
management very difficult. Too often, the approach of the holiday season, the
chance at winning a proposal with a low bid, or a funding opportunity pressures
project managers to promise systems long before they are able to deliver them.
These overly optimistic timetables are thought to be one of the biggest problems
that projects face; instead of pushing a project forward faster, they result in delays.

Thus, a critical success factor for project management is to start with a real-
istic assessment of the work that needs to be accomplished and then manage the
project according to the plan. This can be accomplished by carefully following the
basic steps of project management as outlined in this chapter. First, the project man-
ager chooses a system development methodology that fits the characteristics of the
project. Based on the size of the system, estimates of a time frame are made. Then,
a list of tasks to be performed is created that forms the basis of the project work
plan. Staffing needs are determined, and the project manager sets in place mecha-
nisms to coordinate the project team throughout the project. Finally, the project
manager monitors the project and refines estimates as work proceeds.

! Tucci, Linda, “PPM Strategy a CIO’s Must-Have in Hard Times,” SearchCIO.com, March 5, 2008.
2 1bid.
3 Tucci, Linda, “Project portfolio management takes flight at Sabre,” SearchCIO.com, November 28, 2007.

4 A good book on project management is by Robert K. Wysocki and Rudd McGary, Effective Project Manage-
ment: Traditional, Adaptive, Extreme, 3rd Ed., New York: John Wiley & Sons, 2003. Also, the Project Manage-
ment Institute (www.pmi.org) and the Information Systems Special Interest Group of the Project Management
Institute (www.pmi-issig.org) have valuable resources on project management in information systems.


http://www.pmi.org
http://www.pmi.org
http://www.pmi-issig.org
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IN ACTION

Information systems are at the core of
Sabre Holdings Corporation. The Sabre reservation system
is the booking system of choice for travel agencies world-
wide. Sabre is also the parent company of Travelocity.
com, the second largest online travel agency in the United
States.

Like many companies, Sabre’s IT department strug-
gles with many more project requests than it has resources
to accomplish—as many as 1500 proposals for 600
funded projects annually. Because of the volatile, compet-
itive nature of the travel industry, Sabre is especially chal-
lenged to be certain that IT is doing the right projects
under constantly changing conditions. While traditional
project management techniques focus on getting individ-
ual projects done, Sabre needs to be able to rapidly
change the entire set of projects it's working on as market

underway and those that are awaiting approval. The soft-
ware helps prioritize projects, allocate employees, moni-
tor projects in real time, flag cost and time variances,
measure the ROI, and help the IT department objectively
measure the efficiency and efficacy of IT investments.

Primavera Systems’ PPM software has enabled
Sabre Holdings to update its queue of projects regularly,
and projects are now prioritized quarterly instead of
annually. A study of users of Hewlett Packard’s PPM Cen-
ter software found that in all cases, the investment in the
software paid for itself in a year. Other findings were an
average 30% increase in ontime projects, a 12% reduc-
tion in budget variance, and a 30% reduction in the
amount of time IT spent on project reporting.

Sources: Tucci, Linda, “Project portfolio management takes

conditions shift.

Project portfolio management software collects and
manages information about all projects—those that are

flight at Sabre,” SearchCIO.com, November 28, 2007.

Tucci, Linda, “PPM strategy a CIO’s must-have in hard times,”
SearchClO.com, March 5, 2008.

PROJECT SELECTION

Investments in information systems projects today are evaluated in the context of an
entire portfolio of projects. Decision makers look beyond project cost and consider
a project’s anticipated risks and returns in relation to other projects. Companies pri-
oritize their business strategies and then assemble and assess project portfolios on
the basis of how they meet those strategic needs.

The focus on a project’s contribution to an entire portfolio of projects rein-
forces the need for the feasibility study as described in Chapter 1. The approval
committee has the responsibility to evaluate not only the project’s costs and expected
benefits, but also the technical and organizational risks associated with the project.
The feasibility analysis is submitted back to the approval committee, along with an
updated system request. Using this information, the approval committee can exam-
ine the business need (found in the system request) and the project risks (described
in the feasibility analysis).

Portfolio management takes into consideration the different kinds of projects that
exist in an organization—Ilarge and small, high risk and low risk, strategic and tactical.
(See Figure 2-1 for different ways of classifying projects.) A good project portfolio will
have the most appropriate mix of projects for the organization’s needs. The committee
acts as a portfolio manager, with the goal of maximizing benefits versus costs and bal-
ancing other important factors of the portfolio. For example, an organization may want
to keep high-risk projects to a level less than 20% of its total project portfolio.

The approval committee must be selective about where to allocate resources,
because the organization has limited funds. This involves trade-offs in which the
organization must give up something in return for something else in order to keep
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FIGURE 2-1
Ways to Classify Projects

YOUR

Size What is the size? How many people are needed to work on the
projecte

Cost How much will the project cost the organization?

Purpose What is the purpose of the project? Is it meant to improve the

technical infrastructure? support a current business strategy?
improve operafions? demonsirate a new innovation?

Length How long will the project take before completion? How much
time will go by before value is delivered to the business?

Risk How likely is it that the project will succeed or fail2

Scope How much of the organization is affected by the system? a

department? a division? the entire corporation?

Economic Value How much money does the organization expect fo receive in
refurn for the amount the project costs@

its portfolio well balanced. If there are three potentially high-payoff projects, yet all
have very high risk, then maybe only one of the projects will be selected. Also,
there are times when a system at the project level makes good business sense, but
it does not at the organization level. Thus, a project may show a very strong ROI
and support important business needs for a part of the company; however, it is not
selected. This could happen for many reasons—because there is no money in the
budget for another system, the organization is about to go through some kind of
change (e.g., a merger, an implementation of a company-wide system like an ERP),
projects that meet the same business requirements already are underway, or the sys-
tem does not align well with current or future corporate strategy.

Applying the Concepts at Tune Source

The approval committee met and reviewed the Digital Music Download project
along with two other projects—one that called for a new supply-chain portal and
another that involved the enhancement of Tune Source’s data warehouse. Unfortu-
nately, the budget would allow for only one project to be approved, so the commit-
tee carefully examined the costs, expected benefits, risks, and strategic alignment
of all three projects. Currently, top management is anxious to bring the digital
music download capability to market in order to satisfy the demands of its existing
customers and potentially expand its customer base. The Digital Music Download
project is best aligned with that goal. Therefore, the committee decided to fund the
Digital Music Download project.

2-1 To SeLect orR NoT 10 SELECT

TURN

It seems hard to believe that an have worked for or know about. Describe a scenario in
approval committee would not select a project that meets  which a project may be very attractive at the project
real business needs, has a high potential ROI, and has a  level, but not at the organization level.
positive feasibility analysis. Think of a company that you
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TURN
In April 1999, one of Capital Blue

Cross’ health-care insurance plans had been in the field
for three years, but hadn't performed as well as expected.
The ratio of premiums to claims payments wasn’t meeting
historic norms. In order to revamp the product features or
pricing to boost performance, the company needed to
understand why it was underperforming. The stakehold-
ers came to the discussion already knowing they needed
better extraction and analysis of usage data in order to
understand product shortcomings and recommend
improvements.

After listening to input from the user teams, the stake-
holders proposed three options. One was to persevere
with the current manual method of pulling data from flat
files via ad hoc reports and retyping it into spreadsheets.

The second option was to write a program to
dynamically mine the needed data from Capital’s customer
information control system (CICS). While the system was

processing claims, for instance, the program would pull
out up-to-the-minute data at a given point in time for users
to analyze.

The third alternative was to develop a decision-
support system to allow users to make relational queries
from a data mart containing a replication of the relevant
claims and customer data.

Each of these alternatives was evaluated on cost,
benefits, risks, and intangibles.

QUESTION:

1. What are three costs, benefits, risks, and intangibles
associated with each project?

2. Based on your answer to question 1, which project
would you choose?

Source: “Capital Blue Cross,” CIO Magazine, February 15,
2000, by Richard Pastore.

2-B INTERVIEW WITH LYN McDermip, C1O, DomiNION VIRGINIA POWER

IN ACTION

A CIO needs to have a global view
when identifying and selecting projects for her organiza-
tion. | would get lost in the trees if | were to manage on
a projectby-project basis. Given this, | categorize my
projects according to my three roles as a ClO, and the
mix of my project portfolio changes depending on the
current business environment.

My primary role is to keep the business running.
That means every day when each person comes to work,
they can perform his or her job efficiently. | measure this
using various service level, cost, and productivity meas-
ures. Projects that keep the business running could have
a high priority if the business were in the middle of a
merger, or a low priority if things were running smoothly,
and it were “business as usual.”

My second role is to push innovation that creates
value for the business. | manage this by looking at our
lines of business and asking which lines of business cre-
ate the most value for the company. These are the areas
for which | should be providing the most value. For
example, if we had a highly innovative marketing strat-
egy, | would push for innovation there. If operations
were running smoothly, | would push less for innovation
in that area.

My third role is strategic, to look beyond today
and find new opportunities for both IT and the business
of providing energy. This may include investigating
process systems, such as automated meter reading or
looking into the possibilities of wireless technologies.

Lyn McDermid
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o P 2-C INTERVIEW WITH CARL WiLsoN, CIO, MARRIOTT CORPORATION

IN ACTION

At Marriott, we don't have IT projects—
we have business initiatives and strategies that are
enabled by IT. As a result the only time a traditional “IT
project” occurs is when we have an infrastructure
upgrade that will lower costs or leverage better function-
ing technology. In this case, IT has to make a business
case for the upgrade and prove its value fo the company.

The way IT is involved in business projects in the
organization is twofold. First, senior IT positions are filled
by people with good business understanding. Second,
these people are placed on key business committees and
forums where the real business happens, such as finding
ways to satisfy guests. Because IT has a seat at the table,
we are able to spot opportunities fo support business
strategy. We look for ways in which IT can enable or bet-
ter support business initiatives as they arise.

Therefore, business projects are proposed, and IT
is one component of them. These projects are then eval-
uvated the same as any other business proposal, such as
a new resort—by examining the return on investment and
other financial measures.

At the organizational level, | think of projects as
must-do’s, should-do’s, and nice-to-do’s. The “must-do’s”
are required to achieve core business strategy, such as
guest preference. The “should-do’s” help grow the busi-
ness and enhance the functionality of the enterprise.
These can be somewhat untested, but good drivers of
growth. The “niceto-do’s” are more experimental and
look further out info the future.

The organization’s project portfolio should have a
mix of all three kinds of projects, with a much greater pro-
portion devoted to the “mustdo’s.”  Casl Wilson

O p 2-D A ProJECT THAT Does NoT GET SELECTED

IN ACTION

Hygeia Travel Hedlth is a Toronto-
based health insurance company whose clients are the
insurers of foreign fourists to the United States and Canada.
lts project selection process is relatively straightforward.
The project evaluation committee, consisting of six senior
executives, splits into two groups. One group includes the
ClO, along with the heads of operations and research and
development, and it analyzes the costs of every project.
The other group consists of the two chief marketing officers
and the head of business development, and they analyze
the expected benefits. The groups are permanent, and to
stay objective, they don't discuss a project until both sides
have evaluated it. The results are then shared, both on a
spreadsheet and in conversation. Projects are then
approved, passed over, or fabled for future consideration.

Last year, the marketing department proposed pur-
chasing a claims database filled with detailed information
on the costs of treating different conditions at different facil-
ities. Hygeia was to use this information fo estimate how
much money insurance providers were likely to owe on a
given claim if a patient was treated at a certain hospital as
opposed to any other. For example, a 45-year-old man suf-
fering a heart attack may accrue $5000 in treatment costs
at hospital A, but only $4000 at hospital B. This information

would allow Hygeia to recommend the less expensive
hospital to its customer. That would save the customer
money and help differentiate Hygeia from its competitors.

The benefits team used the same three-meeting
process to discuss all the possible benefits of implement-
ing the claims database. Members of the team talked to
customers and made a projection by using Hygeia's past
experience and expectations about future business
trends. The verdict: The benefits team projected a rev-
enue increase of $210,000. Client retention would rise
by 2%, and overall, profits would increase by 0.25%.

The costs team, meanwhile, came up with large
estimates: $250,000 annually to purchase the database
and an additional $71,000 worth of internal time to
make the information usable. Put it all together and it was
a financial loss of $111,000 in the first year.

The project still could have been good for marketing—
maybe even good enough to make the loss acceptable.
But some of Hygeia’s clients were also in the claims infor-
mation business and, therefore, potential competitors.
This, combined with the financial loss, was enough to
make the company reject the project.

Source: “Two Teams Are Better Than One,” CIO Magazine, July
15, 2001, by Ben Worthen.
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CREATING THE PROJECT PLAN

Once the project is launched by being selected by the approval committee, it is time
to carefully plan the project. In large organizations or on large projects, the role of
project manager is commonly filled by a professional specialist in project manage-
ment. In smaller organizations or on smaller projects, the systems analyst may fill
this role. The project manager must make a myriad of decisions regarding the pro-
ject, including determining the best project methodology, developing a work plan
for the project, determine a staffing plan, and establishing mechanisms to coordi-
nate and control the project.

Project Methodology Options

As we discussed in Chapter 1, the Systems Development Life Cycle (SDLC) provides
the foundation for the processes used to develop an information system. A method-
ology is a formalized approach to implementing the SDLC (i.e., it is a list of steps and
deliverables). There are many different systems development methodologies, and they
vary in terms of the progression that is followed through the phases of the SDLC.
Some methodologies are formal standards used by government agencies, while others
have been developed by consulting firms to sell to clients. Many organizations have
their own internal methodologies that have been refined over the years, and they
explain exactly how each phase of the SDLC is to be performed in that company. Here
we will review several of the predominant methodologies that have evolved over time.

Waterfall Development With waterfall development, analysts and users proceed
sequentially from one phase to the next. (See Figure 2-2.) The key deliverables for
each phase are typically voluminous (often, hundreds of pages) and are presented
to the approval committee and project sponsor for approval as the project moves
from phase to phase. Once the work produced in one phase is approved, the phase
ends and the next phase begins. As the project progresses from phase to phase, it
moves forward in the same manner as a waterfall. While it is possible to go backward

. > -
Planning \

Implementation \
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through the phases (e.g., from design back to analysis), it is quite difficult. (Imagine
yourself as a salmon trying to swim upstream in a waterfall).

Waterfall development methodologies have the advantages of identifying
requirements long before programming begins and limiting changes to the require-
ments as the project proceeds. The key disadvantages are that the design must be
completely specified before programming begins, a long time elapses between the
completion of the system proposal in the analysis phase and the delivery of system,
and testing is treated almost as an afterthought in the implementation phase. In addi-
tion, the deliverables are often a poor communication mechanism, so important
requirements may be overlooked in the volumes of documentation. If the project team
misses an important requirement, expensive post-implementation programming may
be needed. Users may forget the original purpose of the system, since so much time
has elapsed between the original idea and actual implementation. Also, in today’s
dynamic business environment, a system that met the existing environmental condi-
tions during the analysis phase may need considerable rework to match the environ-
ment when it is implemented. This rework requires going back to the initial phase and
making needed changes through each of the subsequent phases in turn.

There are two important variants of waterfall development. The parallel devel-
opment methodologies evolved to address the lengthy time frame of waterfall devel-
opment. As shown in Figure 2-3, instead of doing the design and implementation in

»
Planning \

Subproject 2

A e Implementation

Design

Implementation

Implementation )
./ Subproject 3

FIGURE 2-3
Parallel Development
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sequence, a general design for the whole system is performed. Then the project is
divided into a series of subprojects that can be designed and implemented in paral-
lel. Once all subprojects are complete, there is a final integration of the separate
pieces, and the system is delivered.

Parallel development reduces the time required to deliver a system, so
changes in the business environment are less likely to produce the need for rework.
The approach still suffers from problems caused by voluminous deliverables. It also
adds a new problem: If the subprojects are not completely independent, design
decisions in one subproject may affect another, and at the project end, integrating
the subprojects may be quite challenging.

The V-model is another variation of waterfall development that pays more
explicit attention to testing. As shown in Figure 2-4, the development process pro-
ceeds down the left-hand slope of the V, defining requirements and designing sys-
tem components. At the base of the V, the code is written. On the upward-sloping
right side of the model, testing of components, integration testing, and, finally,
acceptance testing are performed. A key concept of this model is that as require-
ments are specified and components designed, testing for those elements is also
defined. In this manner, each level of testing is clearly linked to a part of the analy-
sis or design phase, helping to ensure high quality and relevant testing.

The V-model is simple and straightforward and improves the overall quality
of systems through its emphasis on early development of test plans. It still suffers

q B Acceptance | it L Acceptance
- - - -
Analysis I test design | testing |
System | N System
P test design testing
///
//
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/
/
,/
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Design }\\ test design testing
\\ /
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\ . B
\ Unit PEEAR Unit
test design testing
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(coding)

FIGURE 2-4
V-Model
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from the rigidity of the waterfall development process, however, and is not always
appropriate for the dynamic nature of the business environment.

Rapid Application Development (RAD)®  Rapid application development is a collec-
tion of methodologies that emerged in response to the weaknesses of waterfall
development and its variations. RAD incorporates special techniques and computer
tools to speed up the analysis, design, and implementation phases in order to get
some portion of the system developed quickly and into the hands of the users for
evaluation and feedback. CASE (computer-aided software engineering) tools, JAD
(joint application development) sessions, fourth-generation/visual programming
languages (e.g., Visual Basic.NET), and code generators may all play a role in
RAD. While RAD can improve the speed and quality of systems development, it
may also introduce a problem in managing user expectations. As systems are devel-
oped more quickly and users gain a better understanding of information technology,
user expectations may dramatically increase and system requirements may expand
during the project (sometimes known as scope creep or feature creep).

RAD may be conducted in a variety of ways. Iterative development breaks the
overall project into a series of versions that are developed sequentially. The most impor-
tant and fundamental requirements are bundled into the first version of the system. This
version is developed quickly by a mini-waterfall process, and once implemented, the
users can provide valuable feedback to be incorporated into the next version of the sys-
tem. (See Figure 2-5.) Iterative development gets a preliminary version of the system
to the users quickly so that business value is provided. Since users are working with the
system, important additional requirements may be identified and incorporated into sub-
sequent versions. The chief disadvantage of iterative development is that users begin to
work with a system that is intentionally incomplete. Users must accept that only the
most critical requirements of the system will be available in the early versions and must
be patient with the repeated introduction of new system versions.

System prototyping performs the analysis, design, and implementation phases
concurrently in order to quickly develop a simplified version of the proposed sys-
tem and give it to the users for evaluation and feedback. (See Figure 2-6). The sys-
tem prototype is a “quick and dirty” version of the system and provides minimal
features. Following reaction and comments from the users, the developers reana-
lyze, redesign, and reimplement a second prototype that corrects deficiencies and
adds more features. This cycle continues until the analysts, users, and sponsor agree
that the prototype provides enough functionality to be installed and used in the
organization. System prototyping very quickly provides a system for users to eval-
uate and reassures users that progress is being made. The approach is very useful
when users have difficulty expressing requirements for the system. A disadvantage,
however, is the lack of careful, methodical analysis prior to making design and
implementation decisions. System prototypes may have some fundamental design
limitations that are a direct result of an inadequate understanding of the system’s
true requirements early in the project.

Throwaway prototyping® includes the development of prototypes, but uses
the prototypes primarily to explore design alternatives rather than as the actual

5 One of the best RAD books is that by Steve McConnell, Rapid Development, Redmond, WA: Microsoft
Press, 1996.
6 Our description of the throwaway prototyping is a modified version of the Spiral Development Model devel-

oped by Barry Boehm, “A Spiral Model of Software Development and Enhancement,” Computer, May, 1988,
21(5):61-72.
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Throwaway Prototyping

new system (as in system prototyping). As shown in Figure 2-7, throwaway proto-
typing has a fairly thorough analysis phase that is used to gather requirements and
to develop ideas for the system concept. Many of the features suggested by the
users may not be well understood, however, and there may be challenging techni-
cal issues to be solved. Each of these issues is examined by analyzing, designing,
and building a design prototype. A design prototype is not intended to be a work-
ing system. It contains only enough detail to enable users to understand the issues
under consideration.

For example, suppose that users are not completely clear on how an order
entry system should work. The analyst team might build a series of HTML pages
to be viewed on a Web browser to help the users visualize such a system. In this
case, a series of mock-up screens appear to be a system, but they really do nothing.
Or, suppose that the project team needs to develop a sophisticated graphics program
in Java. The team could write a portion of the program with artificial data to ensure
that they could create a full-blown program successfully.

A system that is developed by this type of methodology probably requires
several design prototypes during the analysis and design phases. Each of the pro-
totypes is used to minimize the risk associated with the system by confirming that
important issues are understood before the real system is built. Once the issues are
resolved, the project moves into design and implementation. At this point, the
design prototypes are thrown away, which is an important difference between this
approach and system prototyping, in which the prototypes evolve into the final
system.

Throwaway prototyping balances the benefits of well-thought-out analysis
and design phases with the advantages of using prototypes to refine key issues
before a system is built. It may take longer to deliver the final system compared
with system prototyping (because the prototypes do not become the final system),
but the approach usually produces more stable and reliable systems.
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Agile Development  Agile development’ is a group of programming-centric method-
ologies that focus on streamlining the SDLC. Much of the modeling and documen-
tation overhead is eliminated; instead, face-to-face communication is preferred. A
project emphasizes simple, iterative application development in which every itera-
tion is a complete software project, including planning, requirements analysis,
design, coding, testing, and documentation. (See Figure 2.8). Cycles are kept short
(one to four weeks), and the development team focuses on adapting to the current
business environment. There are several popular approaches to agile development,
including extreme programming (XP)®, Scrum?, and dynamic systems development
method (DSDM).10 Here, we briefly describe extreme programming.

Extreme programming!' emphasizes customer satisfaction and teamwork.
Communication, simplicity, feedback, and courage are core values. Developers com-
municate with customers and fellow programmers. Designs are kept simple and clean.
Early and frequent testing provides feedback, and developers are able to courageously
respond to changing requirements and technology. Project teams are kept small.

An XP project begins with user stories that describe what the system needs to
do. Then, programmers code in small, simple modules and test to meet those needs.
Users are required to be available to clear up questions and issues as they arise. Stan-
dards are very important to minimize confusion, so XP teams use a common set of
names, descriptions, and coding practices. XP projects deliver results sooner than even
the RAD approaches, and they rarely get bogged down in gathering requirements for
the system.

For small projects with highly motivated, cohesive, stable, and experienced
teams, XP should work just fine. However, if the project is not small or the teams aren’t
jelled,'2 then the likelihood of success for the XP project is reduced. Consequently, the

!

Analysis

Design

Implementation

7 For more information, see www.AgileAlliance.org.

8 For more information, see www.extremeprogramming.org.
9 For more information, see www.controlchaos.com.

10 For more information, see www.dsdm.com

' For more information, see K. Beck, Extreme Programming Explained: Embrace Change, Reading, MA:
Addison-Wesley, 2000, and M. Lippert, S. Roock, and H. Wolf, Extreme Programming in Action: Practical
Experiences from Real World Projects, New York: John Wiley & Sons, 2002.

12 A “jelled team” is one that has low turnover, a strong sense of identity, a sense of eliteness, a feeling that
they jointly own the product being developed, and enjoyment in working together. For more information
regarding jelled teams, see T. DeMarco and T. Lister, Peopleware: Productive Projects and Teams, New York:
Dorsett House, 1987.


http://www.AgileAlliance.org
http://www.extremeprogramming.org
http://www.controlchaos.com
http://www.dsdm.com
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O P 2-E AGILE DEVELOPMENT AT TRAVELERS

IN ACTION

Travelers Insurance Company of
Hartford, Connecticut has adopted agile development
methodologies. The insurance field can be competitive,
and Travelers wanted to have the shortest “time to
implement” in the field. Travelers set up development
teams of six people—two systems analysts, two repre-
sentatives from the user group (such as claim services),
a project manager, and a clerical support person. In the
agile approach, the users are physically assigned to the
development team for the project. While at first it might
seem that the users are just sitting around drinking cof-
fee and not doing their regular jobs, that is not the case.
The rapport that is developed within the team allows for

instant communication. The interaction is very deep and
profound. The resulting software product is delivered
quickly—and, generally, with all the features and
nuances that the users wanted.

QUESTIONS:

1. Could this be done differently, such as through JAD
sessions or having the users review the program on a
weekly basis, rather than taking the users away from
their real jobs to work on development?

2. What mind-set does an analyst need to work on such
an approach?

use of XP in combination with outside contractors produces a highly questionable out-
come, since the outside contractors may never “jell” with insiders.!* XP requires a
great deal of discipline to prevent projects from becoming unfocused and chaotic. Fur-
thermore, it is recommended only for small groups of developers (not more than 10),
and it is not advised for mission-critical applications. Since little analysis and design
documentation is produced with XP, there is only code documentation; therefore,
maintenance of large systems developed using XP may be impossible. Also, since
mission-critical business information systems tend to exist for a long time, the utility
of XP as a business information system development methodology is in doubt. Finally,
the methodology requires considerable on-site user input, something that is frequently

difficult to obtain.!4

Selecting the Appropriate Development Methodology

As the previous section shows, there are many methodologies. The first challenge
faced by project managers is to select which methodology to use. Choosing a
methodology is not simple, because no one methodology is always best. (If it were,
we’d simply use it everywhere!) Many organizations have standards and policies to
guide the choice of methodology. You will find that organizations range from hav-
ing one “approved” methodology to having several methodology options to having
no formal policies at all.

13 Considering the tendency for offshore outsourcing, this is a major obstacle for XP to overcome. For more
information on offshore outsourcing, see P. Thibodeau, “ITAA panel debates outsourcing pros, cons,” Com-
puterworld Morning Update, September 25, 2003; and S. W. Ambler, “Chicken Little Was Right,” Software

Development, October 2003.

14 Many of the observations described here on the utility of XP as a development approach are based on con-

versations with Brian Henderson-Sellers.
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Criteria for Selecting a Methodology

Figure 2-9 summarizes some important methodology selection criteria. One
important item not discussed in this figure is the degree of experience of the ana-
lyst team. Many of the RAD and agile development methodologies require the use
of new tools and techniques that have a significant learning curve. Often, these
tools and techniques increase the complexity of the project and require extra time
for learning. Once they are adopted and the team becomes experienced, the tools
and techniques can significantly increase the speed in which the methodology can
deliver a final system.

Clarity of User Requirements When the user requirements for what the system
should do are unclear, it is difficult to understand them by talking about them and
explaining them with written reports. Users normally need to interact with tech-
nology to really understand what the new system can do and how to best apply it to
their needs. System prototyping and throwaway prototyping are usually more
appropriate when user requirements are unclear, because they provide prototypes
for users to interact with early in the SDLC. Agile development may also be appro-
priate if on-site user input is available.

Familiarity with Technology When the system will use new technology with which
the analysts and programmers are not familiar (e.g., the first Web development pro-
ject with Ajax), applying the new technology early in the methodology will improve
the chance of success. If the system is designed without some familiarity with the
base technology, risks increase because the tools may not be capable of doing what
is needed. Throwaway prototyping is particularly appropriate for situations where
there is a lack of familiarity with technology, because it explicitly encourages the
developers to create design prototypes for areas with high risks. Iterative develop-
ment is good as well, because opportunities are created to investigate the technol-
ogy in some depth before the design is complete. While one might think that sys-
tem prototyping would also be appropriate, it is much less so because the early
prototypes that are built usually only scratch the surface of the new technology.
Typically, it is only after several prototypes and several months that the developers
discover weaknesses or problems in the new technology.
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System Complexity Complex systems require careful and detailed analysis and
design. Throwaway prototyping is particularly well suited to such detailed analysis
and design, but system prototyping is not. The waterfall methodologies can handle
complex systems, but without the ability to get the system or prototypes into users’
hands early on, some key issues may be overlooked. Although iterative develop-
ment methodologies enable users to interact with the system early in the process,
we have observed that project teams who follow these methodologies tend to devote
less attention to the analysis of the complete problem domain than they might if
they were using other methodologies.

System Reliability ~System reliability is usually an important factor in system devel-
opment. After all, who wants an unreliable system? However, reliability is just one
factor among several. For some applications, reliability is truly critical (e.g., med-
ical equipment, missile control systems), while for other applications it is merely
important (e.g., games, Internet video). The V-model is useful when reliability is
important, due to its emphasis on testing. Throwaway prototyping is most appro-
priate when system reliability is a high priority, because detailed analysis and
design phases are combined with the ability for the project team to test many dif-
ferent approaches through design prototypes before completing the design. System
prototyping is generally not a good choice when reliability is critical, due to the
lack of careful analysis and design phases that are essential to dependable systems.

Short Time Schedules Projects that have short time schedules are well suited for
RAD methodologies because those methodologies are designed to increase the
speed of development. Iterative development and system prototyping are excellent
choices when time lines are short because they best enable the project team to
adjust the functionality in the system on the basis of a specific delivery date. If the
project schedule starts to slip, it can be readjusted by removal of the functionality
from the version or prototype under development. Waterfall-based methodologies
are the worst choice when time is at a premium, because they do not allow for easy
schedule changes.

Schedule Visibility One of the greatest challenges in systems development is know-
ing whether a project is on schedule. This is particularly true of the waterfall-based
methodologies because design and implementation occur at the end of the project.
The RAD methodologies move many of the critical design decisions to a position

2-3 SELECTING A METHODOLOGY

TURN
Suppose that you are an analyst for

the ABC Company, a large consulting firm with offices
around the world. The company wants to build a new
knowledge management system that can identify and
track the expertise of individual consultants anywhere in
the world on the basis of their education and the various
consulting projects on which they have worked. Assume
that this is a new idea that has never before been

attempted in ABC or elsewhere. ABC has an inferna-
tional network, but the offices in each country may use
somewhat different hardware and software. ABC man-
agement wants the system up and running within a year.

QUESTION:
What methodology would you recommend that ABC
Company use?2 Why?
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earlier in the project to help project managers recognize and address risk factors
and keep expectations in check.

Estimating the Project Time Frame

As the previous section illustrated, some development methodologies have evolved
in an attempt to accelerate the project through the SDLC as rapidly as possible
while still producing a quality system. Regardless of whether time is a critical issue
on a project or not, the project manager will have to develop a preliminary estimate
of the amount of time the project will take. Estimation' is the process of assigning
projected values for time and effort.

Estimation can be performed manually or with the help of an estimation soft-
ware package like Construx Estimate,™ Costar,”™ or KnowledgePLAN®—there
are over 50 available on the market. The estimates developed at the start of a pro-
ject are usually based on a range of possible values (e.g., the design phase will take
three to four months) and gradually become more specific as the project moves for-
ward (e.g., the design phase will be completed on March 22).

The numbers used to calculate these estimates can come from several sources.
They can be provided with the methodology that is used, taken from projects with
similar tasks and technologies, or provided by experienced developers. Generally
speaking, the numbers should be conservative. A good practice is to keep track of
the actual time and effort values during the SDLC so that numbers can be refined
along the way, and the next project can benefit from real data. One of the greatest
strengths of systems consulting firms is the past experience that they offer to a pro-
ject; they have estimates and methodologies that have been developed and honed
over time and applied to hundreds of projects.

There are two basic ways to estimate the time required to build a system. The
simplest method uses the amount of time spent in the planning phase to predict the
time required for the entire project. The idea is that a simple project will require lit-
tle planning, and a complex project will require more planning; so using the amount
of time spent in the planning phase is a reasonable way to estimate overall project
time requirements.

With this approach, you take the time spent in (or estimated for) the planning
phase and use industry standard percentages (or percentages from the organization’s
own experiences) to calculate estimates for the other SDLC phases. Industry stan-
dards suggest that a “typical” business application system spends 15% of its effort
in the planning phase, 20% in the analysis phase, 35% in the design phase, and 30%
in the implementation phase. This would suggest that if a project takes four months
in the planning phase, then the rest of the project likely will take a total of 22.66
person-months (4 +.15 = 22.66). These same industry percentages are then used to
estimate the amount of time in each phase (Figure 2-10). The obvious limitation of
this approach is that it can be difficult to take into account the specifics of your indi-
vidual project, which may be simpler or more difficult than the “typical” project.

A more precise approach to estimation is called the function point approach.
This approach is a more complex—and, it is hoped, more reliable—way of esti-
mating time and effort for a project. The details of the function point approach are
explained in Appendix 2A.

15 Good books for further reading on software estimation are T. Capers Jones, Estimation Software Costs,
New York: McGraw Hill, 1989; Coombs, /T Project Estimation: A Practical Guide to the Costing of Software,
Cambridge University Press, 2003; and Steve McConnell, Sofiware Estimation: Demystifying the Black Art,
Microsoft Press, 2006.
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FIGURE 2-10
Estimating Project Time Using
Industry Standards

FIGURE 2-11
Task Information

Planning Analysis Design Implementation

Typical industry 15% 20% 35% 30%
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applications
Estimates based Actual: Estimated: Estimated: Estimated:

on actual figures 4 person- 5.33 person- @.33 person- 8 person-

for first stage months months months months

of SDIC
SDLC = systems development life cycle.

Developing the Work Plan

Once a project manager has a general idea of the size and approximate schedule for
the project, he or she creates a work plan, which is a dynamic schedule that records
and keeps track of all of the tasks that need to be accomplished over the course of
the project. The project manager first must assemble important details about each
task to be completed. Figure 2-11 shows the type of task information needed,
including when it needs to be completed, the person assigned to do the work, and
any deliverables that will result. The level of detail and the amount of information
captured by the work plan depend on the needs of the project (and the detail usu-
ally increases as the project progresses). Usually, the work plan is the main com-
ponent of the project management software that we mentioned earlier.

To create a work plan, the project manager identifies the tasks that need to be
accomplished and determines how long each one will take. Then the tasks are
organized within a work breakdown structure.

Identify Tasks Remember that the overall objectives for the system were recorded
on the system request, and the project manager’s job is to identify all the tasks that
will be needed to accomplish those objectives. This is a daunting task, certainly.
The methodology that was selected by the project manager should be a valuable

Task Information Example

Name of the task Perform economic feasibility
Start date Jan 05, 2010

Completion date Jan 19, 2010

Person assigned fo the task Project sponsor Mary Smith
Deliverable(s) Cost-benefit analysis
Completion status Complete

Priority High

Resources needed Spreadsheet software
Estimated time 16 hours

Actual fime 14.5 hours
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resource, however. The methodology that seems most appropriate for the project
provides a list of steps and deliverables.

A project manager can take the methodology, select the steps and deliverables
that apply to the current project, and add them to the work plan. If an existing
methodology is not available within the organization, methodologies can be pur-
chased from consultants or vendors, or books like this textbook can serve as guid-
ance. Using an existing methodology is the most popular way to create a work plan,
because most organizations have a methodology that they use for projects.

If a project manager prefers to begin from scratch, he or she can use a
structured, top-down approach whereby high-level tasks are defined first and
then broken down into subtasks. Each step is then broken down in turn and num-
bered in a hierarchical fashion. A list of tasks hierarchically numbered in this
way is called a work breakdown structure, and it is the backbone of the project
workplan. Figure 2-12 shows a portion of a work breakdown structure for the
design phase of an actual data warehouse development project. Each of the main

Task ID Task Name Duration (days) Dependency Status
1 Design phase 30 Open
1.1 Develop database design document 9 Open
1.1.1 Staging database design 9 Open
1.1.2 Suspense dafabase design 9 Open
1.2 Develop rejectshandling design document 9 1.1.1,1.1.2 Open
1.2.1 Rejectshandling engine design 9 Open
1.3 Develop OLAP design document 9 1.1.1,1.1.2 Open
1.3.1 Universe design 9 Open
1.4 Develop OLAP design part 1 8 Open
1.4.1 High-priority reports design 8 Open
1.5 Develop application design document 9 Open
1.5.1 Group consolidation and corporate reporting 9 Open

(GCCR|) maintenance application design
1.6 Extract, transform, load (ETL) design document 2 Open
1.6.1 Data export utility design 2 Open
1.7 Application design document 25 Open
1.7.1 Web entry application Ul design 25 Open
1.7.2 Web entry application Ul design sign-off 1 Open
1.7.3 Web entry forms and database model validation 11 Open
1.8 Functional requirements document 9 Open
1.8.1 Application design 9 Open
1.8.1.1 User authentication 4 Open
1.8.1.2 Call logging 2 Open
1.8.1.3 Search 3 Open
(Thanks to Priya Padmanhabhan for suggesting this example.

FIGURE 2-12
Work Breakdown Structure
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tasks focuses on one of the required design deliverables. Within each task, there
are subtasks listed that detail the activities required to complete the main task.

The work breakdown structure can be organized in one of two ways: by SDLC
phase or by product. For example, if a firm decided that it needed to develop a Web
site, the firm could create a work breakdown structure based on the SDLC phases:
planning, analysis, design, and implementation. In this case, a typical task that
would take place during planning would be feasibility analysis. This task would be
broken down into the different types of feasibility analysis: technical, economic,
and organizational. Each of these would be further broken down into a series of
subtasks. Alternatively, the firm could organize the work plan along the lines of the
different products to be developed. In the case of a Web site, for example, the prod-
ucts could include applets, application servers, database servers, the various sets of
Web pages, a site map, and so on. Each of these products could be decomposed into
the different tasks associated with the phases of the SDLC. With either approach,
once the overall structure is determined, tasks are identified and included in the
work breakdown structure of the work plan.

The number of tasks and level of detail depend on the complexity and size of
the project. The larger the project, the more important it becomes to define tasks in
detail so that essential steps are not overlooked.

The Project Work Plan  The project work plan is the mechanism used to manage the
tasks that are listed in the work breakdown structure. It is the project manager’s pri-
mary tool for managing the project. Using it, the project manager can tell whether
the project is ahead of or behind schedule, how well the project was estimated, and
what changes need to be made to meet the project deadline.

Basically, the work plan is a table that lists all of the tasks in the work break-
down structure, along with important task information such as the people who are
assigned to perform the tasks, the actual hours that the tasks took, and the variances
between estimated and actual completion times. (See Figure 2-13). At a minimum, the
information should include the duration of the task, the current statuses of the tasks
(i.e., open, complete), and the fask dependencies, which occur when one task cannot
be performed until another task is completed. For example, Figure 2-13 shows that
task 1.2 and task 1.3 cannot begin until task 1.1 is completed. Key milestones, or
important dates, are also identified on the work plan. Presentations to the approval
committee, the start of end-user training, a company retreat, and the due date of the
system prototype are the types of milestones that may be important to track.

STAFFING THE PROJECT

Staffing the project includes determining how many people should be assigned to the
project, matching people’s skills with the needs of the project, motivating them to meet
the project’s objectives, and minimizing project team conflict that will occur over time.
The deliverable for this part of project management is a staffing plan, which describes
the number and kinds of people who will work on the pro-ject, the overall reporting
structure, and the project charter, which describes the project’s objectives and rules.

Staffing Plan

The first step to staffing is determining the average number of staff needed for the
project. To calculate this figure, divide the total person-months of effort by the
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YOUR 2-4 CommuNICcATION COMPLEXITY

TURN

Figure 2-14 shows the increasing  QuesTions:
number of communication channels that exist as a team 1. How many communication channels are there in the

grows from two members to four members. Using the fig- sixmember team?@ The eightmember team?
ure as a guide, draw the number of communication chan- 2. From your results, how effective do you think a 12-
nels that will be needed in a six-member team. Now, member team would be2 A 16-member team?

determine the number of communication channels that
will be needed in an eight-person team.

FIGURE 2-14
Increasing Complexity with Larger Teams

optimal schedule. So to complete a 40 person-month project in 10 months, a team
should have an average of four full-time staff members, although this may change
over time as different specialists enter and leave the team (e.g., business analysts,
programmers, technical writers).

Many times, the temptation is to assign more staff to a project to shorten the
project’s length, but this is not a wise move. Adding staff resources does not trans-
late into increased productivity; staff size and productivity share a disproportionate
relationship, mainly because a large number of staff members is more difficult to
coordinate. The more a team grows, the more difficult it becomes to manage. Imag-
ine how easy it is to work on a two-person project team: the team members share a
single line of communication. But adding two people increases the number of com-
munication lines to six, and greater increases lead to more dramatic gains in com-
munication complexity. Figure 2-14 and Your Turn 2-4 illustrate the impact of
adding team members to a project team.

One way to reduce efficiency losses on teams is to understand the complexity
that is created in numbers and to build in a reporting structure that tempers its effects.
The rule of thumb is to keep team sizes under 8 to 10 people; therefore, if more peo-
ple are needed, create subteams. In this way, the project manager can keep the com-
munication effective within small teams, which in turn communicate to a contact at
a higher level in the project.

After the project manager understands how many people are needed for the
project, he or she creates a staffing plan that lists the roles that are required for the
project and the proposed reporting structure for the project. Typically, a project will

i (|

Two-person team Four-person team
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FIGURE 2-15
Possible Reporting Structure

Project
manager
Functional Technical
lead lead
Analyst Analyst Analyst Programmer Programmer

have one project manager who oversees the overall progress of the development
effort, with the core of the team composed of the various types of analysts
described in Chapter 1. A functional lead usually is assigned to manage a group of
analysts, and a technical lead oversees the progress of a group of programmers and
more technical staff members.

There are many structures for project teams; Figure 2-15 illustrates one pos-
sible configuration of a project team. After the roles are defined and the structure is
in place, the project manager needs to think about which people can fill each role.
Often, one person fills more than one role on a project team.

When you make assignments, remember that people have fechnical skills and
interpersonal skills, and both are important on a project. Technical skills are useful for
working with technical tasks (e.g., programming in Java) and in trying to understand
the various roles that technology plays in the particular project (e.g., how a Web server
should be configured on the basis of a projected number of hits from customers).

Interpersonal skills, on the other hand, include interpersonal and communica-
tion abilities that are used when dealing with business users, senior management
executives, and other members of the project team. They are particularly critical for
performing the requirements-gathering activities and when addressing organiza-
tional feasibility issues. Each project will require unique technical and interper-
sonal skills. For example, a Web-based project may require Internet experience or
Java programming knowledge, or a highly controversial project may need analysts
who are particularly adept at managing political or volatile situations.

Ideally, project roles are filled with people who have the right skills for the job;
however, the people who fit the roles best may not be available; they may be working on
other projects, or they may not exist in the company. Therefore, assigning project team
members really is a combination of finding people with the appropriate skill sets and
finding people who are available. When the skills of the available project team members
do not match those actually required by the project, the project manager has several
options to improve the situation. First, people can be pulled off other projects, and
resources can be shuffled around. This is the most disruptive approach from the organi-
zation’s perspective. Another approach is to use outside help—such as a consultant or
contractor—to train team members and start them off on the right foot. Training classes
are usually available for both technical and interpersonal instruction, if time is available.
Mentoring may also be an option; a project team member can be sent to work on another
similar project so that he or she can return with skills to apply to the current job.



FIGURE 2-16
Motivational Don'ts
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Assign unredlistic deadlines Few people will work hard if they realize that a deadline is
impossible fo meet.

Ignore good efforts People will work harder if they feel that their work is
appreciated. Often, all it takes is public praise for a job
well done.

Create a low-quality product Few people can be proud of working on a project that is
of low quality.

Give everyone on the project If everyone is given the same reward, then high-quality

a raise people will believe that mediocrity is rewarded—and they
will resent it.

Make an imporfant decision Buy-in is very imporfant. If the project manager needs to

without the feam’s input make a decision that greatly affects the members of her
team, she should involve them in the decision-making
process.

Maintain poor working conditions A project team needs a good working environment, or

motivation will go down the tubes. This includes lighting,
desk space, technology, privacy from interruptions, and
reference resources.

Source: Adapted from Rapid Development, Redmond, WA: Microsoft Press, 1996, by Steve McConnell.

Motivation Assigning people to tasks isn’t enough; project managers need to moti-
vate the people to make the project a success. Motivation has been found to be the
number-one influence on people’s performance,!'® but determining how to motivate
the team can be quite difficult. You may think that good project managers motivate
their staff by rewarding them with money and bonuses, but most project managers
agree that this is the last thing that should be done. The more often you reward team
members with money, the more they expect it—and most times monetary motiva-
tion won’t work.

Assuming that team members are paid a fair salary, technical employees on
project teams are much more motivated by recognition, achievement, the work
itself, responsibility, advancement, and the chance to learn new skills.!” If you feel
that you need to give some kind of reward for motivational purposes, try a pizza or
free dinner, or even a kind letter or award. These often have much more effective
results. Figure 2-16 lists some other motivational don’ts that you should avoid to
ensure that motivation on the project is as high as possible.

Handling Conflict The third component of staffing is organizing the project to mini-
mize conflict among group members. Group cohesiveness (the attraction that mem-
bers feel to the group and to other members) contributes more to productivity than do
project members’ individual capabilities or experiences.'® Clearly defining the roles

16 Barry W. Boehm, Software Engineering Economics, Englewood Cliffs, NJ: Prentice Hall, 1981. One of the
best books on managing project teams is by Tom DeMarco and Timothy Lister, Peopleware: Productive Pro-
Jects and Teams, New York: Dorset House, 1987.

I7F. H. Hertzberg, “One More Time: How Do You Motivate Employees?” Harvard Business Review, 1968,
January—February.

I8B, Lakhanpal, “Understanding the Factors Influencing the Performance of Software Development Groups:
An Exploratory Group-Level Analysis,” Information and Software Technology, 1993, 35(8):468-473.
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O P 2-F RFID PROMISING TECHNOLOGY

IN ACTION

Some animals are extremely valu-
able. For centuries, horse thieves have stolen horses. Until
now, most horses have identifying fattoos in their mouths.
Likewise, purebred pets, such as dog show winners, are
valuable animals. What if there was a better way to iden-
tify valuable animals?

Radiofrequency identification (or RFID) has been
used in airplanes and on toll roads (consider EZPass and
Sun Pass in the United States), as well as in libraries so that
books and materials are not taken out of the library with-
out being checked out. With RFID, when a low-frequency
radio transmitter is bombarded with a radio wave, it
replies with a unique signal. Some animal owners have
inserted RFID chips into their pets’ shoulders so that the
animals can be identified. The code is unique and

cannot be changed. If a racehorse is stolen, it could be
tracked if it came within the range of an RFID device.
Likewise, a pet shop or a veterinarian could identify a
valuable pet.

QUESTIONS:

1. If you were working for a state consumer protection
agency, what requirements might you place on pet
shops to ensure that animals for sale have not been
stolen?

2. What technological requirements might be needed in
the proposed system?

3. What ethical issues might be involved?

4. If your system project team did not have the correct
technical background, what might you do?

FIGURE 2-17
Conflict Avoidance Strategies

on the project and holding team members accountable for their tasks is a good way to
begin mitigating potential conflict on a project. Some project managers develop a
project charter that lists the project’s norms and ground rules. For example, the char-
ter may describe when the project team should be at work, when staff meetings will
be held, how the group will communicate with each other, and the procedures for
updating the work plan as tasks are completed. Figure 2-17 lists additional techniques
that can be used at the start of a project to keep conflict to a minimum.

Coordinating Project Activities

Like all project management responsibilities, the act of coordinating project activ-
ities continues throughout the entire project until a system is delivered to the project
sponsor and end users. This step includes putting efficient development practices in

e Clearly define plans for the project.

* Make sure the team understands how the project is important to the organization.

e Develop detailed operating procedures and communicate these to the team members.
e Develop a project charter.

¢ Develop schedule commitments ahead of time.

* Forecast other priorities and their possible impact on project.

Source: H. J. Thamhain and D. L. Wilemon, “Conflict Management in Project Life Cycles,” Sloan
Management Review, Spring 1975.
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place and mitigating risk. These activities occur over the course of the entire SDLC,
but it is at this point in the project that the project manager needs to put them in
place. Ultimately, these activities ensure that the project stays on track and that the
chance of failure is kept at a minimum. The rest of this section will describe each
of these activities in more detail.

CASE Tools Computer-aided sofiware engineering (CASE) is a category of software
that automates all or part of the development process. Some CASE software pack-
ages are primarily used during the analysis phase to create integrated diagrams of
the system and to store information regarding the system components (often called
upper CASE), whereas others are design-phase tools that create the diagrams and
then generate code for database tables and system functionality (often called lower
CASE). Integrated CASE, or I-CASE, contains functionality found in both upper-
CASE and lower-CASE tools in that it supports tasks that happen throughout the
SDLC. CASE comes in a wide assortment of flavors in terms of complexity and
functionality, and there are many good programs available in the marketplace, such
as the Visible Analyst Workbench, Oracle Designer, Rational Rose, and the Logic
Works suite.

The benefits of using CASE are numerous. With CASE tools, tasks are much
faster to complete and alter; development information is centralized; and informa-
tion is illustrated through diagrams, which typically are easier to understand. Poten-
tially, CASE can reduce maintenance costs, improve software quality, and enforce
discipline; and some project teams even use CASE to assess the magnitude of
changes to the project.

Of course, like anything else, CASE should not be considered a silver bullet
for project development. The advanced CASE tools are complex applications that
require significant training and experience to achieve real benefits. Often, CASE
serves only as a glorified diagramming tool that supports the practices described in
Chapter 5 (process modeling) and Chapter 6 (data modeling). Our experience has
shown that CASE is a helpful way to support the communication and sharing of
project diagrams and technical specifications—as long as it is used by trained
developers who have applied CASE on past projects.

The central component of any CASE tool is the CASE repository, other-
wise known as the information repository or data dictionary. The CASE reposi-
tory stores the diagrams and other project information, such as screen and report
designs, and it keeps track of how the diagrams fit together. For example, most
CASE tools will warn you if you place a field on a screen design that doesn’t
exist in your data model. As the project evolves, project team members perform
their tasks by using CASE. As you read through the textbook, we will indicate
when and how the CASE tool can be used so that you can see how CASE sup-
ports the project tasks.

Standards Members of a project team need to work together, and most project man-
agement software and CASE tools provide access privileges to everyone working
on the system. When people work together, however, things can get pretty confus-
ing. To make matters worse, people sometimes get reassigned in the middle of a
project. It is important that their project knowledge does not leave with them and
that their replacements can get up to speed quickly.

Standards are created to ensure that team members are performing tasks
in the same way and following the same procedures. Standards can range from
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YOUR 2-5 ComPUTER-AIDED SOFTWARE ENGINEERING TooL ANALYSIS

TURN
Select a computer-aided software — QuesTion:

engineering (CASE) tool —either one that you will use for  Would you classify the CASE as upper CASE, lower
class, a program that you own, or a tool that you can CASE, or integrated CASE (-CASE)2 Why?

examine over the Web. Create a list of the capabilities

that are offered by the CASE tool.

formal rules for naming files to forms that must be completed when goals are
reached to programming guidelines. See Figure 2-18 for some examples of the
types of standards that a project may include. When a team forms standards and
then follows them, the project can be completed faster because task coordina-
tion becomes less complex.

Types of Standards Examples

Documentation standards The date and project name should appear as a header on
all documentation.

All margins should be set fo 1 inch.

All deliverables should be added to the project binder and
recorded in its table of contents.

Coding standards All modules of code should include a header that lists the
programmer, last date of update, and a short description
of the purpose of the code.

Indentation should be used to indicate loops, ifthen-else
statements, and case statements.

On average, every program should include one line of
comments for every five lines of code.

Procedural standards Record actual task progress in the work plan every Monday
morning by 10 A.m.

Report fo project update meefing on Fridays at 3:30 Pm.

All changes to a requirements document must be approved
by the project manager.

Specification requirement standards Name of program fo be created
Description of the program’s purpose
Special calculations that need to be computed
Business rules that must be incorporated into the program
Pseudocode
Due date

User interface design standards Labels will appear in boldface text, leftjustified, and
followed by a colon.

The tab order of the screen will move from top left to

FIGURE 2-18 bottom right.

A Sampling of Project Standards

Accelerator keys will be provided for all updatable fields.
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Standards work best when they are created at the beginning of each major
phase of the project and well communicated to the entire project team. As the team
moves forward, new standards are added when necessary. Some standards (e.g.,
file-naming conventions, status reporting) are applied to the entire SDLC, whereas
others (e.g., programming guidelines) are appropriate only for certain tasks.

Documentation Another technique that project teams put in place during the plan-
ning phase is good documentation, which includes detailed information about the
tasks of the SDLC. Often, the documentation is stored in project binder (s) that con-
tain all the deliverables and all the internal communication that takes place—the
history of the project.

A poor project management practice is permitting the project team to wait
until the last minute to create documentation. This typically leads to an undocu-
mented system that no one understands. In fact, many problems that companies had
in updating their systems to handle the year-2000 crisis were the result of the lack
of documentation. Good project teams learn to document the system’s history as it
evolves, while the details are still fresh in their memory.

A simple way to set up your documentation is to get some binders and use
dividers to separate content according to the major phases of the project. An addi-
tional divider should contain internal communication, such as the minutes from
status meetings, written standards, letters to and from the business users, and a dic-
tionary of relevant business terms. Then, as the project moves forward, place the
deliverables from each task into the project binder with descriptions so that some-
one outside of the project will be able to understand it, and keep a table of contents
up to date with the content that is added. Documentation takes time up front, but it
is a good investment that will pay off in the long run.

MANAGING AND CONTROLLING THE PROJECT

The science (or art) of project management is in making trade-offs among three
important concepts: the size of the system (in terms of what it does), the time to
complete the project (when the project will be finished), and the cost of the project.
Think of these three things as interdependent levers that the project manager con-
trols throughout the SDLC. Whenever one lever is pulled, the other two levers are
affected in some way. For example, if a project manager needs to readjust a dead-
line to an earlier date, then the only solution is to decrease the size of the system
(by eliminating some of its functions) or to increase costs by adding more people
or having team members work overtime. Often, a project manager will have to work
with the project sponsor to change the goals of the project, such as developing a
system with less functionality or extending the deadline for the final system, so that
the project has reasonable goals that can be met.

Therefore, in the beginning of the project, the manager needs to estimate each
of these levers and then continuously assess how to roll out the project in a way that
meets the organization’s needs.

Once the project begins, the project manager monitors the progress of the
team on the project tasks. As the project team members make periodic status
reports, the project manager updates the project work plan. As discussed in Appen-
dix 2B, the Gantt chart and PERT chart are valuable tools for the project manager
to use to evaluate project progress and, if necessary, redirect resources. As the project
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O P 2-G TRADE-OFFS

IN ACTION

| was once on a project to develop a
system that should have taken a year to build. Instead,
the business need demanded that the system be ready
within 5 months—impossible!

On the first day of the project, the project manager
drew a triangle on a white board to illustrate some
tradeoffs that he expected to occur over the course of the
project. The corners of the triangle were labeled Func-
tionality, Time, and Money. The manager explained,
“We have too little time. We have an unlimited budget.
We will not be measured by the bells and whistles that

budget, and the final product was “thrown away” after it
was used because it was unfit for regular usage. Remark-
ably, the business users felt that the project was very suc-
cessful because it met the very specific business needs for
which it was built. They believed that the trade-offs that
were made were worthwhile.  Barbara Wixom

QUESTIONS:

1. What are the risks in stressing only one corner of the
triangle?

2. How would you have managed this project? Can you

think of another approach that might have been more
effective?

this system contains. So over the next several weeks, |
want you as developers to keep this triangle in mind and
do everything it takes to meet this 5-month deadline.”
At the end of the 5 months, the project was deliv-
ered on time; however, the project was incredibly over

proceeds, it may be necessary for the project manager to revise the original esti-
mates made for the project. In addition, the manager must be on the watch for
increases in project scope, which can make completing the project on time and
under budget very difficult. Finally, the project manager should constantly assess
the risk profile of the project and take steps to manage those risks.

Refining Estimates

The estimates that are produced during the planning phase will need to be refined
as the project progresses. This does not necessarily mean that estimates were poorly
done at the start of the project; it is virtually impossible to develop an exact assess-
ment of the project’s schedule before the analysis and design phases are conducted.
A project manager should expect to be satisfied with broad ranges of estimates that
become more and more specific as the project’s product becomes better defined.

In the planning phase, when a system is first requested, the project sponsor
and project manager attempt to predict how long the SDLC will take, how much it
will cost, and what the system will ultimately do when it is delivered (i.e., its func-
tionality). However, the estimates are based on very little knowledge of the system.
As the project moves into the analysis phase, more information is gathered, the sys-
tem concept is developed, and the estimates become even more accurate and pre-
cise. As the system moves closer to completion, the accuracy and precision increase
until the final system is delivered.

According to one of the leading experts in software development,!® a well-
done project plan (prepared at the end of the planning phase) has a 100% margin

19 Barry W. Boehm and colleagues, “Cost Models for Future Software Life Cycle Processes: COCOMO 2.0,”
in J. D. Arthur and S. M. Henry (eds), Annals of Software Engineering: Special Volume on Sofiware Process
and Product Measurement, Amsterdam: J. C. Baltzer AG Science Publishers, 1995.



FIGURE 2-19
Margins of Error in Cost and Time
Estimates
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Typical Margins of Error for
Well-Done Estimates

Deliverable Cost (%) Schedule Time (%)

Planning phase System request 400 60

Project plan 100 25
Analysis phase System proposal 50 15
Design phase System specifications 25 10

Source: Barry W. Boehm and colleagues, “Cost Models for Future Software Life Cycle Processes: COCOMO
2.0,"inJ. D. Arthur and S. M. Henry (eds.) Annals of Software Engineering Special Volume on Software
Process and Product Measurement, Amsterdam: J. C. Baltzer AG Science Publishers, 1995.

of error for project cost and a 25% margin of error for schedule time. In other
words, if a carefully done project plan estimates that a project will cost $100,000
and take 20 weeks, the project will actually cost between $0 and $200,000 and
take between 15 and 25 weeks. Figure 2-19 presents typical margins of error for
other stages in the project. It is important to note that these margins of error apply
only to well-done plans; a plan developed without much care has a much greater
margin of error.

What happens if you overshoot an estimate (e.g., the analysis phase ends
up lasting two weeks longer than expected)? There are a number of ways to
adjust future estimates. If the project team finishes a step ahead of schedule,
most project managers shift the deadlines sooner by the same amount but do not
adjust the promised completion date. The challenge, however, occurs when the
project team is late in meeting a scheduled date. Three possible responses to
missed schedule dates are presented in Figure 2-20. We recommend that if an
estimate proves too optimistic early in the project, do not expect to make up for
lost time—very few projects end up working this way. Instead, change your
future estimates to include an increase similar to the one that was experienced.
For example, if the first phase was completed 10% over schedule, increase the
rest of your estimates by 10%.

Managing Scope

You may assume that your project will be safe from scheduling problems because
you carefully estimated and planned your project up front. However, the most com-
mon reason for schedule and cost overruns occurs after the project is underway—
scope creep.

Scope creep happens when new requirements are added to the project after
the original project scope was defined and “frozen.” It can happen for many rea-
sons: Users may suddenly understand the potential of the new system and real-
ize new functionality that would be useful; developers may discover interesting
capabilities to which they become very attached; a senior manager may decide
to let this system support a new strategy that was developed at a recent board
meeting.

Unfortunately, after the project begins, it becomes increasingly difficult to
address changing requirements. The ramifications of change become more exten-
sive, the focus is removed from original goals, and there is at least some impact on
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Assumptions Actions Level of Risk

If you assume that the rest of the project Do nof change schedule. High risk
is simpler than the part that was late
and is also simpler than believed
when the original schedule estimates
were made, you can make up lost

time.
If you assume that the rest of the project  Increase the entire schedule by the total  Moderate risk
is simpler than the part that was late amount of time that you are behind
and is no more complex than the le.g., if you missed the scheduled
original estimate assumed, you can't date by two weeks, move the rest of
make up the lost time, but you will the schedule dates to two weeks
not lose time on the rest of the later). If you included padded time at
project. the end of the project in the original

schedule, you may not have fo
change the promised system delivery
date; you'll just use up the padded

time.

If you assume that the rest of the project  Increase the entire schedule by the per-  Low risk
is as complex as the part that was centage of weeks that you are behind
late (your original estimates were too le.g., if you are two weeks late on
opfimistic), then all the scheduled part of the project that was supposed
dates in the future underestimate the fo take eight weeks, you need fo
real time required by the same increase all remaining time estimates
percentage as the part that was late. by 25%). If this moves the new deliv-

FIGURE 2-20 ery date beyond what is acceplable
Possible Actions When a Schedule Date fo the project sponsor, he scope of
Is Missed the project must be reduced.

cost and schedule. Therefore, the project manager must actively work to keep the
project tight and focused.

The keys are to identify the requirements as well as possible in the beginning
of the project and to apply analysis techniques effectively. For example, if needs
are fuzzy at the project’s onset, a combination of intensive meetings with the users
and prototyping could be used so that users “experience” the requirements and
better visualize how the system could support their needs. In fact, the use of meet-
ings and prototyping has been found to reduce scope creep to less than 5% on a
typical project.

Of course, some requirements may be missed no matter what precautions you
take, but several practices can help to control additions to the task list. First, the
project manager should allow only absolutely necessary requirements to be added
after the project begins. Even at that point, members of the project team should
carefully assess the ramifications of the addition and present the assessment back
to the users. For example, it may require two more person-months of work to cre-
ate a newly defined report, which would throw off the entire project deadline by
several weeks. Any change that is implemented should be carefully tracked so that
an audit trail exists to measure the change’s impact.

Sometimes, changes cannot be incorporated into the present system even
though they truly would be beneficial. In this case, these additions to scope should
be recorded as future enhancements to the system. The project manager can offer



FIGURE 2-21
Steps for Timeboxing
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to provide functionality in future releases of the system, thus getting around telling
someone no.

Timeboxing

Another approach to scope management is a technique called timeboxing. Up until
now, we have described projects that are task oriented. In other words, we have
described projects that have a schedule that is driven by the tasks that need to be
accomplished, so the greater number of tasks and requirements, the longer the pro-
ject will take. Some companies have little patience for development projects that
take a long time, and these companies take a time-oriented approach that places
meeting a deadline above delivering functionality.

Think about your use of word processing software. For 80% of the time, you
probably use only 20% of the features, such as the spelling checker, boldfacing, and
cutting and pasting. Other features, such as document merging and creation of mail-
ing labels, may be nice to have, but they are not a part of your day-to-day needs.
The same goes for other software applications; most users rely on only a small sub-
set of their capabilities. Ironically, most developers agree that, typically, 75% of a
system can be provided relatively quickly, with the remaining 25% of the function-
ality demanding most of the time.

To resolve this incongruency, a technique called timeboxing has become quite
popular, especially when rapid application development (RAD) methodologies are
used. This technique sets a fixed deadline for a project and delivers the system by
that deadline no matter what, even if functionality needs to be reduced. Timebox-
ing ensures that project teams don’t get hung up on the final “finishing touches” that
can drag out indefinitely, and it satisfies the business by providing a product within
a relatively fast time frame.

There are several steps to implementing timeboxing on a project (Figure 2-21).
First, set the date of delivery for the proposed goals. The deadline should not be
impossible to meet, so it is best to let the project team determine a realistic due
date. Next, build the core of the system to be delivered; you will find that time-
boxing helps create a sense of urgency and helps keep the focus on the most
important features. Because the schedule is absolutely fixed, functionality that
cannot be completed needs to be postponed. It helps if the team prioritizes a list
of features beforehand to keep track of what functionality the users absolutely
need. Quality cannot be compromised, regardless of other constraints, so it is
important that the time allocated to activities is not shortened unless the require-
ments are changed (e.g., don’t reduce the time allocated to testing without reduc-
ing features). At the end of the period, a high-quality system is delivered. Likely,
future iterations will be needed to make changes and enhancements, and the
timeboxing approach can be used once again.

. Set the date for system delivery.

. Prioritize the functionality that needs to be included in the system.

. Build the core of the system (the functionality ranked as most important).
. Postpone functionality that cannot be provided within the time frame.

. Deliver the system with core functionality.

. Repeat steps 3 through 5, to add refinements and enhancements.

o U WD =
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O P 2-H MANAGING A LATE PROJECT: WHEN TO SAY “WHEN"?

IN ACTION

System projects are notorious for
being late and over budget. When should management
stop a project that is late or costing more than the
intfended budget? Consider this case:

Valley Enterprises opted to implement Voice over
Internet Protocol (VolIP) service in its Phoenix, Arizona,
service area. The company has 15 locations in the
Phoenix area, all with local area networks and all with
secure Wi-Fi connections. The company’s current phone
system was designed and implemented in the 1950s,
when Valley operated in three locations. As more locations
were added, standard telecommunications solutions
were implemented, with litfle thought devoted to compat-
ibility. Over the years, phone services were added as new
buildings and facilities arose. Valley CEO Doug Wilson
heard of VoIP at a trade show and contacted TMR
Telecommunications Consultants, requesting a bid. TMR
spent a week with the ClO of Valley Enterprises, gathering
data, and submitted a bid for $50,000 in late 2007. The
project was to be started by March 2008 and completed
by January 2009. The bid was accepted.

TMR started the project in March 2008. In late July
2008, TMR was bought out by Advanced Communica-

tions of Scottsdale, Arizona. The merger delayed the
project by over a month initially. In early September
2008, some of the same personnel from TMR, as well as
a new project manager from Advanced Communica-
tions, went back to the project.

By March 2009, the project had already cost
$150,000 and only 8 of the locations had imple-
mented VolP. Advanced Communications insisted that
the local area networks were obsolete and were unable
to carry the expanded load without major upgrades to
the bandwidth, the routers, and other telecommunica-
tions equipment.

QUESTIONS:

1. Is it time to end this project2 Why or why not?

2. What negotiations should have occured between TMR
and Valley Enterprises prior to December 20082

3. What should a project manager/project coordinator from
Valley Enterprises have done when the project first starfed
to slip?

Managing Risk

One final facet of project management is risk management, the process of assess-
ing and addressing the risks that are associated with developing a project. Many
things can cause risks: weak personnel, scope creep, poor design, and overly opti-
mistic estimates. The project team must be aware of potential risks so that problems
can be avoided or controlled well ahead of time.

Typically, project teams create a risk assessment, or a document that tracks
potential risks along with an evaluation of the likelihood of the risk and its
potential impact on the project (Figure 2-22). A paragraph or two is included that
explains potential ways that the risk can be addressed. There are many options:
A risk could be publicized, avoided, or even eliminated by dealing with its root
cause. For example, imagine that a project team plans to use new technology, but
its members have identified a risk in the fact that its members do not have the
right technical skills. They believe that tasks may take much longer to perform
because of a high learning curve. One plan of attack could be to eliminate the
root cause of the risk— the lack of technical experience by team members—by
finding time and resources that are needed to provide proper training to the
team.
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IN ACTION

| once started on a small project (four
people) in which the original members of the project
team had not set up any standards for naming electronic
files. Two weeks into the project, | was asked to write a
piece of code that would be referenced by other files that
had already been written. When | finished my piece, |
had to go back to the other files and make changes to
reflect my new work. The only problem was that the lead
programmer decided to name the files using his initials
(e.g., GGl.prg, GG2.prg, GG3.prg)—and there were
over 200 files! | spent two days opening every one of
those files because there was no way to tell what their
contents were.

Needless to say, from then on, the team created a
code for file names that provided basic information
regarding the file’s contents and they kept a log that
recorded the file name, its purpose, the date of last
update, and programmer for every file on the project.

Parbara Wixom

QUESTION:

Think about a program that you have written in the past.
Would another programmer be able to make changes
to it easily? Why or why not?

Most project managers keep abreast of potential risks, even prioritizing them
according to their magnitude and importance. Over time, the list of risks will
change as some items are removed and others surface. The best project managers,
however, work hard to keep risks from having an impact on the schedule and costs
associated with the project.

RISK #1:

Likelihood of risk:

overcome.
RISK #2:

FIGURE 2-22 etc....
Sample Risk Assessment

Potential impact on the project:

Ways to address this risk:

It is very important that time and resources are allocated to up-front training in Java for
the programmers who are used for this project. Adequate training will reduce the initial
learning curve for Java when programming begins. Additionally, outside Java expertise
should be brought in for at least some part of the early programming tasks. This
person should be used to provide experiential knowledge to the project team so that
Java-related issues (of which novice Java programmers would be unaware) are

RISK ASSESSMENT

The development of this system likely will be slowed
considerably because project team members have
not programmed in Java prior to this project.

High probability of risk

This risk likely will increase the time to complete
programming tasks by 50%.
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APPLYING THE CONCEPTS AT TUNE SOURCE

Jason Wells was very excited about managing the Digital Music Download project
at Tune Source, but he realized that his project team should move rapidly to deliver
at least some parts of the system because of the company’s desire to bring the appli-
cation to market as quickly as possible. Therefore, he decided that the project
should follow a RAD iterative development methodology, combined with the time-
boxing technique. In this way, he could be sure that some version of the system
would be operational within several months, even if the final system was delivered
at a later date.

Jason knew that Carly Edwards and Tune Source’s top managers wanted at
least general ranges for a product delivery date. He expected to spend three weeks
planning the project. Therefore, using industry standard percentages, he estimated
that the entire project should be complete in 20 weeks (3 weeks/15%). Recall from
Figure 2-10 that the planning phase typically takes 15% of the entire project. Jason’s
initial plan was to develop the basic music download purchase capability in the first
version of the system. The second version will add the subscription purchase capa-

bility, and the third version will add the gift card purchase capability.

2-1 AvoIDING CLASSIC PLANNING MISTAKES

TIP

As Seattle University’s David

Umphress has pointed out, watching most organizations
develop systems is like watching reruns of Gilligan’s
Island. At the beginning of each episode, someone comes
up with a cockamamie scheme to get off the island that
seems to work for a while, but something goes wrong and
the castaways find themselves right back where they
started—stuck on the island. Similarly, most companies
start new projects with grand ideas that seem to work, only
to make a classic mistake and deliver the project behind
schedule, over budget, or both. Here we summarize four
classic mistakes in the planning and project management
aspects of the project and discuss how to avoid them:

1. Overly opfimistic schedule: Wishful thinking can lead o an

overly optimistic schedule that causes analysis and
design to be cut short (missing key requirements) and
puts intense pressure on the programmers, who pro-
duce poor code (full of bugs).
Solution: Don't inflate time estimates; instead, explicitly
schedule slack time at the end of each phase to
account for the variability in estimates, using the mar-
gins of error from Figure 2-19.

2. Failing to monitor the schedule: If the team does not regu-
larly report progress, no one knows if the project is on
schedule.

Solution: Require team members to honestly report
progress (or the lack of progress) every week. There is
no penalty for reporting a lack of progress, but there
are immediate sanctions for a misleading report.

3. Failing to update the schedule: When a part of the sched-
ule falls behind (e.g., information gathering uses all of
the slack in item 1 above plus 2 weeks), a project
team often thinks it can make up the time later by
working faster. It can't. This is an early warning that
the entire schedule is too optimistic.

Solution: Inmediately revise the schedule and inform the
project sponsor of the new end date or use timeboxing
to reduce functionality or to move it into future versions.

4. Adding people to a late project: When a project misses a
schedule, the temptation is to add more people to
speed it up. This makes the project take longer
because it increases coordination problems and
requires staff to take time to explain what has already
been done.

Solution: Revise the schedule, use timeboxing, throw
away bugHilled code, and add people only to work
on an isolated part of the project.

Source: Adapted from Rapid Development, Redmond, WA:
Microsoft Press, 1996, pp. 29-50, by Steve McConnell.
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With a general time frame determined, Jason began to identify the tasks that
would be needed to complete the system. He used a RAD methodology that Tune
Source had in-house, and he borrowed its high-level phases (e.g., analysis) and the
major tasks associated with them (e.g., create requirements definition, gather
requirements, analyze current system). These were recorded in a work plan created
in Microsoft Project. Jason expected to define the steps in much more detail at the
beginning of each phase (Figure 2-23).

Staffing the Project

Jason next turned to the task of how to staff his project. According to his earlier esti-
mates, it appeared that about three people would be needed to deliver the system.

First, he created a list of the various roles that he needed to fill. He thought he
would need several analysts to work with the analysis and design of the Digital
Music Download system, as well as an infrastructure analyst to manage the integra-
tion of the system with Tune Source’s existing technical environment. Jason also
needed people who had good programming skills and who could be responsible for
ultimately implementing the system. Kenji, Ming, and Maria are three analysts with
strong technical and interpersonal skills (although Kenji is less balanced, having
greater technical than interpersonal abilities), and Jason believed that they were
available to bring onto this project. He wasn’t certain whether they had experience
with the actual Web technology that would be used on the project, but he decided to
rely on vendor training or an external consultant to build those skills later when they
were needed. Because the project was so small, Jason envisioned all of the team
members reporting to him because he would be serving as the project’s manager.

Jason created a staffing plan that captured this information, and he included a
special incentive structure in the plan (Figure 2-24). Rapid implementation was
very important to the project’s success, so he decided to offer a day off to the team
members who contributed to meeting that date. He hoped that this incentive would
motivate the team to work very hard. Jason also planned to budget money for pizza
and sodas for times when the team worked long hours.

Before he left for the day, Jason drafted a project charter, to be fine-tuned after
the team got together for its kick-off meeting (i.e., the first time the project team gets
together). The charter listed several norms that Jason wanted to put in place from
the start to eliminate any misunderstanding or problems that could come up other-
wise (Figure 2-25).

Coordinating Project Activities

Jason wanted the Digital Music Download project to be well coordinated, so he
immediately put several practices in place to support his responsibilities. First, he
acquired the CASE tool used at Tune Source and set up the product so that it could
be used for the analysis-phase tasks (e.g., drawing the data flow diagrams). The
team members would likely start creating diagrams and defining components of the
system fairly early on. He pulled out some standards that he uses on all develop-
ment projects and made a note to review them with his project team at the kick-off
meeting for the system. He also had his assistant set up binders for the project deliv-
erables that would start rolling in. Already, he was able to include the system
request, feasibility analysis, initial work plan, staffing plan, project charter, stan-
dards list, and risk assessment.
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FIGURE 2-23
Gantt Chart

Predecessors | Resource Names
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16 Programs 10 days 3/\?,(()3/?0 3/;3710 13,10 Kenji
17| Implementation | 56 days 2,“:;;.:0 5;:'&'1'0
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19| Gotabase 7days | 10| safio | 15 I
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21| Write programs | 20 days 3/\,2\,4310 4/;gf10 16, 10 Ming, Kenji
22| Testing 10 days 4/\2’19/?0 5/T4u/?0 20, 21 mr;a, Kenj,
23| Installation 4 days 5%71"0 5/'\1/'&’}0 22 mréa' Kenji,
24 Version 2 4288 | gy41m0 it | 23 f(ii(;nml\f:;a
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(Continued)
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Gantt Chart
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FIGURE 2-24
Staffing Plan for the Digital Music
Download System

FIGURE 2-25
Project Charter for the Digital Music
Download System

Role Description Assigned To

Project manager Oversees the project fo ensure that it mees ifs Jason
objectives on time and within budget

Infrastructure analyst Ensures that the sysfem conforms to infrastructure Kenji
standards at Tune Source; ensures that
the Tune Source infrasfructure can support
the new system

Systems analyst Designs the information system—with a focus Kenji
on inferfaces with the CD sales system

Systems analyst Designs the information system—with a focus Ming
on the process models and inferface design

Systems analyst Designs the information system—with a focus Maria
on the dafa models and system performance

Programmer Codes system Ming

Programmer Codes system Keniji

Reporting structure: All project feam members will report to Jason.

Special incentives: If the deadline for the project is met, all team members who contributed to this goal will receive
a free day off, to be taken over the holiday season.

Project objective: The Digital Music Download project team will create a working
Web-based system to provide digital music downloads to Tune Source’s customers as
rapidly as possible.

The Digital Music Download team members will

. Attend a staff meeting each Friday at 2 P.m. to report on the status of assigned tasks.

. Update the work plan with actual data each Friday by 5 p.m.

. Discuss all problems with Jason as soon as they are detected.

. Agree to support each other when help is needed, especially for tasks that could hold
back the progress of the project.

5. Post important changes to the project on the team bulletin board as they are made.

A O =

SUMMARY

Project Selection

Once the feasibility analysis has been completed, it is submitted back to the
approval committee along with a revised system request. The committee then
decides whether to approve the project, decline the project, or table it until addi-
tional information is available. The project selection process takes into account
all of the projects in the organization, using portfolio management. The approval
committee weighs many factors and makes trade-offs before a project is
selected.
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Creating the Project Plan

There are a number of different project methodologies that can be used to structure
and guide systems development projects. Several of the key methodologies are
waterfall development and its variations: parallel development and the V-model;
rapid application development, including iterative development, system prototyp-
ing, and throwaway prototyping; and agile development, including extreme pro-
gramming, Scrum, and others. The project manager evaluates characteristics of the
project, including factors such as clarity of user requirements, familiarity with tech-
nology, complexity, reliability, time frame, and schedule visibility, to select the
most appropriate methodology to use for the project.

The project manager then estimates the time frame for the project. Past expe-
rience, industry standards, and techniques such as function-point analysis, provide
help in this task. The project methodology provides lists of tasks and deliverables
for projects, which the project manager modifies, depending on the needs of the
specific project. To create a work plan, the project manager refines the tasks into a
work breakdown structure, and task time estimates and other information are
entered into the work plan.

Staffing involves determining how many people should be assigned to the
project, assigning project roles to team members, developing a reporting structure
for the team, and matching people’s skills with the needs of the project. Staffing
also includes motivating the team to meet the project’s objectives and minimizing
conflict among team members. Both motivation and cohesiveness have been found
to greatly influence performance of team members in project situations. Team
members are motivated most by such nonmonetary things as recognition, achieve-
ment, and the work itself. Conflict can be minimized by clearly defining the roles
on a project and holding team members accountable for their tasks. Some managers
create a project charter that lists the project’s norms and ground rules.

Coordinating project activities includes putting efficient development prac-
tices in place and mitigating risk, and these activities occur over the course of the
entire SDLC. Three techniques are available to help coordinate activities on a proj-
ect: computer-aided software engineering (CASE), standards, and documentation.
CASE is a category of software that automates all or part of the development
process; standards are formal rules or guidelines that project teams must follow
during the project; and documentation includes detailed information about the tasks
of'the SDLC. Often, documentation is stored in project binder(s) that contain all the
deliverables and all the internal communication that takes place—the history of the
project.

Managing and Controlling the Project

As the project progresses, the project manager collects status reports from the
team members and updates the work plan. Graphical tools such as Gantt and PERT
charts help depict progress on tasks and clarify critical task dependencies. Project
managers try to avoid introducing scope creep or feature creep into the schedule.
As inevitable project changes arise, however, project managers try to balance the
project size (number of features), time frame, and cost. Estimates may have to be
revised as more is learned about the system. Timeboxing can be used to deal with
shortened time frames. The project manager also keeps a close watch on the pro-
ject risk. A risk assessment should be created and updated to evaluate the likeli-
hood of various risks and their potential impact on the project.
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KEY TERMS

Agile development

CASE repository

Chief information officer

Computer-aided software
engineering (CASE)

Design prototype

Documentation

Estimation

Feature creep

Functional lead

Group cohesiveness

Integrated CASE

Interpersonal skills

Methodology

Milestones

Motivation

Parallel development

Project binder

Project management

Project manager

Project portfolio management
Rapid application development
Reporting structure

Risk assessment

Risk management

Scope creep

System prototyping
Task dependencies
Technical skills
Technical lead
Throwaway prototyping
Timeboxing

Trade-offs

Upper CASE

V-model

Versions

Work breakdown structure
Work plan

Waterfall development

Iterative development Staffing plan
Lower CASE Standards
QUESTIONS
1. Describe how projects are selected in organizations. 15. What is the difference between a methodology and
2. Describe how project portfolio management is used a work plan? How are the two terms related?
by IT departments. 16. Some companies hire consulting firms to develop the
3. Describe the major elements and issues with waterfall initial project plans and manage the project, but use
development. their own analysts and programmers to develop the
4. Describe the major elements and issues with parallel system. Why do you think some companies do this?
development. 17. Describe the differences between a technical lead
5. Describe the major elements and issues with the and a functional lead. How are they similar?
V-model. 18. Describe three technical skills and three interper-
6. Describe the major elements and issues with itera- sonal skills that would be very important to have on
tive development. any project.
7. Describe the major elements and issues with system 19. What are the best ways to motivate a team? What
prototyping. are the worst ways?
8. Describe the major elements and issues with throw-  20. List three techniques to reduce conflict.
away prototyping. 21. What is the difference between upper CASE (com-
9. Describe the major elements and issues with agile puter-aided software engineering) and lower CASE?
development. 22. Describe three types of standards, and provide
10. Compare and contrast structured design method- examples of each.
ologies in general with rapid application develop- 23. What belongs in the project binder? How is the
ment (RAD) methodologies in general. project binder organized?
11. Compare and contrast extreme programming and 24. What are the trade-offs that project managers must
throwaway prototyping. manage?
12. What are the key factors in selecting a methodology? 25. What is scope creep, and how can it be managed?
13. Why do many projects end up having unreasonable 26. What is timeboxing, and why is it used?
deadlines? How should a project manager react to 27. Create a list of potential risks that could affect the
unreasonable demands? outcome of a project.
14. Name two ways to identify the tasks that need to be  28. Describe the factors that the project manager must

accomplished over the course of a project.

evaluate when a project falls behind schedule.
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1.
2.

What is a function point, and how is it used?
Describe the three steps of the function point
approach.

APPENDIX 2B QUESTIONS

. What is the formula for calculating the effort for a

project?

1.

Compare and contrast the Gantt chart and the PERT
chart.

EXERCISES

. Of what value is the Gantt chart to the project man-

ager? The PERT chart?

A.

Suppose that you are a project manager using the
waterfall development methodology on a large and
complex project. Your manager has just read the lat-
est article in Computerworld that advocates replac-
ing the waterfall methodology with prototyping and
comes to your office requesting you to switch. What
do you say?

. Suppose that you are an analyst developing a new

information system to automate the sales transac-
tions and manage inventory for each retail store in a
large chain. The system would be installed at each
store and would exchange data with a mainframe
computer at the company’s head office. What
methodology would you use? Why?

. Suppose that you are an analyst developing a new

executive information system (EIS) intended to pro-
vide key strategic information from existing corpo-
rate databases to senior executives to help in their
decision making. What methodology would you
use? Why?

Suppose that you are an analyst working for a small
company to develop an accounting system. What
methodology would you use? Why?

Visit a project management Web site, such as the
Project Management Institute (www.pmi.org). Most
have links to project management software products,
white papers, and research. Examine some of the
links for project management to better understand a
variety of Internet sites that contain information
related to this chapter.

Select a specific project management topic like
computer-aided software engineering (CASE), proj-
ect management software, or timeboxing, and use
the Web search for information on that topic. The

URL listed in question E or any search engine (e.g.,
Yahoo!, Google,) can provide a starting point for
your efforts.

. Pretend that the career services office at your uni-

versity wants to develop a system that collects stu-
dent résumés and makes them available to students
and recruiters over the Web. Students should be able
to input their résumé information into a standard
résumé template. The information then is presented
in a résumé format, and it also is placed in a data-
base that can be queried through an online search
form. You have been placed in charge of the project.
Develop a plan for estimating the project. How long
do you think it would take for you and three other
students to complete the project? Provide support
for the schedule that you propose.

. Refer to the situation in question G. You have been

told that recruiting season begins a month from
today and that the new system must be used. How
would you approach this situation? Describe what
you can do as the project manager to make sure that
your team does not burn out from unreasonable
deadlines and commitments.

Consider the system described in question G. Create
a work plan listing the tasks that will need to be
completed to meet the project’s objectives. Create a
Gantt chart and a PERT chart in a project manage-
ment tool (e.g., Microsoft Project), or use a spread-
sheet package to graphically show the high-level
tasks of the project.

Suppose that you are in charge of the project
described in question G, and the project will be
staffed by members of your class. Do your classmates
have all of the right skills to implement such a
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project? If not, how will you go about making sure
that the proper skills are available to get the job done?
Consider the application that is used at your school
to register for classes. Complete a function point
worksheet to determine the size of such an applica-
tion. You will need to make some assumptions about
the application’s interfaces and the various factors
that affect its complexity.

. Read “Your Turn 2-5” in Appendix 2A of this chap-

ter. Create a risk assessment that lists the potential
risks associated with performing the project, along
with ways to address the risks.

. Pretend that your instructor has asked you and two

friends to create a Web page to describe the course
to potential students and provide current class infor-
mation (e.g., syllabus, assignments, readings) to cur-
rent students. You have been assigned the role of
leader, so you will need to coordinate your activities
and those of your classmates until the project is
completed. Describe how you would apply the proj-
ect management techniques that you have learned in
this chapter to this situation. Include descriptions of
how you would create a work plan, staff the project,
and coordinate all activities—yours and those of
your classmates.

NICASES

N. Select two project management software packages

and research them, using the Web or trade maga-
zines. Describe the features of the two packages. If
you were a project manager, which one would you
use to help support your job? Why?

. Select two estimation software packages and

research them, using the Web or trade magazines.
Describe the features of the two packages. If you
were a project manager, which one would you use to
help support your job? Why?

In 1997, Oxford Health Plans had a computer prob-
lem that caused the company to overestimate rev-
enue and underestimate medical costs. Problems
were caused by the migration of its claims process-
ing system from the Pick operating system to a
UNIX-based system that uses Oracle database soft-
ware and hardware from Pyramid Technology. As a
result, Oxford’s stock price plummeted, and fixing
the system became the number-one priority for the
company. Pretend that you have been placed in
charge of managing the repair of the claims process-
ing system. Obviously, the project team will not be
in good spirits. How will you motivate team mem-
bers to meet the project’s objectives?

1.

Emily Pemberton is an IS project manager facing a dif-
ficult situation. Emily works for the First Trust Bank,
which has recently acquired the City National Bank.
Prior to the acquisition, First Trust and City National
were bitter rivals, fiercely competing for market share in
the region. Following the acrimonious takeover, numer-
ous staff were laid off in many banking areas, including
IS. Key individuals were retained from both banks’ IS
areas, however, and were assigned to a new consolidated
IS department. Emily has been made project manager
for the first significant IS project since the takeover, and
she faces the task of integrating staffers from both banks
on her team. The project they are undertaking will be
highly visible within the organization, and the time
frame for the project is somewhat demanding. Emily
believes that the team can meet the project goals suc-
cessfully, but success will require that the team become
cohesive quickly and that potential conflicts are avoided.
What strategies do you suggest that Emily implement in
order to help ensure a successfully functioning project
team?

2. Marcus Weber, IS project manager at ICAN Mutual

Insurance Co., is reviewing the staffing arrangements
for his next major project, the development of an expert
system-based underwriters assistant. This new system
will involve a whole new way for the underwriters to
perform their tasks. The underwriters assistant system
will function as sort of an underwriting supervisor,
reviewing key elements of each application, checking
for consistency in the underwriter’s decisions, and
ensuring that no critical factors have been overlooked.
The goal of the new system is to improve the quality of
the underwriters’ decisions and to improve underwriter
productivity. It is expected that the new system will
substantially change the way the underwriting staff do
their jobs.

Marcus is dismayed to learn that due to budget con-
straints, he must choose between one of two available
staff members. Barry Filmore has had considerable
experience and training in individual and organizational
behavior. Barry has worked on several other projects in
which the end users had to make significant adjustments



to the new system, and Barry seems to have a knack for
anticipating problems and smoothing the transition to a
new work environment. Marcus had hoped to have
Barry’s involvement in this project.

Marcus’s other potential staff member is Kim
Danville. Prior to joining ICAN Mutual, Kim had con-
siderable work experience with the expert system tech-
nologies that ICAN has chosen for this expert system
project. Marcus was counting on Kim to help integrate
the new expert system technology into ICAN’s systems
environment, and also to provide on-the-job training and
insights to the other developers on this team.

Given that Marcus’s budget will permit him to add
only Barry or Kim to this project team, but not both,
what choice do you recommend for him? Justify your
answer.

3. Tom, Jan, and Julie are IS majors at Great State Univer-
sity. These students have been assigned to a class project
by one of their professors, requiring them to develop a
new Web-based system to collect and update information

APPENDIX 2A—THE FUNCTION POINT APPROACH

Appendix 2A— The Function Point Approach 85

on the IS program’s alumni. This system will be used by
the IS graduates to enter job and address information as
they graduate, and then make changes to that information
as they change jobs and/or addresses. Their professor
also has a number of queries that she is interested in
being able to implement. Based on their preliminary dis-
cussions with their professor, the students have devel-
oped this list of system elements:

Inputs: 1 low complexity, 2 medium complexity, 1 high
complexity

Outputs: 4 medium complexity

Queries: 1 low complexity, 4 medium complexity,
2 high complexity

Files: 3 medium complexity

Program interfaces: 2 medium complexity

Assume that an adjusted project complexity factor of
1.2 is appropriate for this project. Calculate the
total adjusted function points for this project.

The function point approach? is an estimating tech-
nique that can be used to estimate the size of the new
system, the effort that will be required to complete the
system, and the time the project will require. This
approach requires detailed knowledge of system to be
developed. When this knowledge is available, the function

Estimate system size
(function points and
lines of code)

l

Estimate effort required
(person-months)

l

Estimate time required
(months)

FIGURE 2A-1
Estimating Project Time, Using the
Function Point Approach

20 Two good books that focus on function points are J. Brian Dreger,
Function Point Analysis, Englewood Cliffs, NJ: Prentice Hall, 1989; and
C. R. Symons, Software Sizing and Estimating: MK II FPA, New York:

point approach produces a much more precise estimate
for the project than the industry standard method men-
tioned earlier in Chapter 2.

The function point approach uses a three-step
process (Figure 2A-1). First, the project manager esti-
mates the size of the project in terms of the number of

John Wiley & Sons, 1991. Additional information on function point
analysis can be found at www.ifpug.org.
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lines of code the new system will require. This size
estimate is then converted into the amount of effort
required to develop the system in terms of the number
of person-months. The estimated effort is then con-
verted into an estimated schedule time in terms of the
number of months from start to finish.

Step 1: Estimate System Size The first step is to estimate
the size of a project by using function points, a concept
developed in 1979 by Allen Albrecht of IBM. A function
point is a measure of program size that is based on the
system’s number and complexity of inputs, outputs,
queries, files, and program interfaces.

To calculate the function points for a project, com-
ponents are listed on a worksheet to represent the major
elements of the system. For example, data-entry screens
are kinds of inputs, reports are outputs, and database
queries are kinds of queries. (See Figure 2A-2.) The
project manager records the total number of each com-
ponent that the system will include, and then he or she
breaks down the number to show the number of compo-
nents that have low, medium, and high complexity. In
Figure 2A-2, there are 19 outputs that need to be devel-
oped for the system, 4 of which have low complexity, 10
that have medium complexity, and 5 that are very com-
plex. After each line is filled in, a total number of points
are calculated per line by multiplying each number by a

O P 2A-A FuncTtioN PoINTS AT NIELSEN

complexity index. The complexity index values are
drawn from function point research and tell us, for
example, that a low complexity input is “worth” three
function points, while a high complexity output is
“worth” seven function points. The line totals are added
up to determine the fotal unadjusted function points
(TUFP) for the project.

The complexity of the overall system is greater than
the sum of its parts. Things like the familiarity of the pro-
ject team with the business area and the technology that
will be used to implement the project also may influence
how complex a project will be. A project that is very com-
plex for a team with little experience might have little
complexity for a team with lots of experience. To create a
more realistic size for the project, a number of additional
system factors such as end-user efficiency, reusability, and
data communications are assessed in terms of their effect
on the project’s complexity. (See Figure 2A-2.) These
assessments are totaled and placed into a formula to cal-
culate an adjusted project complexity (APC) factor. The
APC factor has a baseline value of 0.65, and the total Pro-
cessing Complexity (PC) score (converted to hundredths)
is added to the baseline amount. The TUFP value is mul-
tiplied by the APC factor to determine the ultimate size of
the project in terms of total adjusted function points
(TAFP). This number should give the project manager a
reasonable idea as to how big the project will be.

IN ACTION

Nielsen Media used function point
analysis (FPA) for an upgrade to the Global Sample Man-
agement System (GSMS) for Nielsen Media/NetRatings,
which keeps track of the Internet rating sample, a group
of 40,000 homes nationwide that volunteer fo participate
in ongoing ratings.

In late fall of 1998, Nielsen Media did an FP count
based on the current GSMS. (FPA is always easier and
more accurate when there is an existing system.) Nielsen
Media had its counters —three quality assurance staff—do
their FPA, and then input their count into Knowledge-Plan,
a productivity modeling tool. In early 1999, seven pro-
grammers began writing code for the system, which they
were expected to complete in 10 months. As November
approached, the project was adding staff to try to meet
the deadline. When it became evident that the deadline
would not be met, a new FP count was conducted. The

GSMS had grown to 900 FPs. Besides the original 500
plus 20%, there were 300 FPs attributable to features and
functions that had crept into the project.

How did that happen? The way it always does:
The developers and users had added a button here, a
new feature there, and soon the project was much larger
than it was originally. But Nielsen Media had put a stake
in the ground at the beginning from which they could
measure growth along the way.

The best practice is to run the FPA and productivity
model at the project’s launch and again when there is a
full list of functional requirements. Then do another analy-
sis anytime there is a major modification in the functional
definition of the project.

Source: “Ratings Game,” CIO Magazine, October 2000, by Bill
Roberts.
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System Components:

Number
Inputs 2} 3 2 1 23
Outputs 19 4x4 10x5 5x7 101
Queries 10 7%x3 ox4 3x6 39
Files 15 ox7 15 x 10 0x15 150
Program Interfaces 3 1x5 ox7 2x10 | 25
Total Unadjusted Function Points (TUFP): 338

Overall System:

Data communications 3
Heavy use configuration o
Transaction rate o
End-user efficiency o
Complex processing o
Installation ease o
Multiple sites o
Performance o
Distributed functions 2
Online data entry 2
Online update o
Reusability o
Operational ease o
Extensibility o
Total Processing Complexity (PC): 7

/
(0 = no effect on processing complexity; 3 = great effect on processing complexity)

_ —

Adjusted Project Complexity (APC)

-
65+ (0.01x 7 )=.72

\ad

FIGURE 2A-2 Tot?al/l-\djusted AF}nction Points (TAFP):
Function Point-Estimation Worksheet .72 (APC) x 338 (TUFP) = 243 (TAFP)
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YOUR 2A-1 CALCULATE SYSTEM SIZE

TURN
Imagine that job hunting has been

going so well that you need to develop a system to sup-
port your efforts. The system should allow you to input
information about the companies with which you inter-
view, the inferviews and office visits that you have sched-
uled, and the offers that you receive. It should be able to
produce reports, such as a company contact list, an inter-
view schedule, and an office visit schedule, as well as
generate thank-you letters to be brought into a word
processor to customize. You also need the system to
answer queries, such as the number of interviews by city
and your average offer amount.

QUESTIONS:

1. Determine the number of inputs, outputs, interfaces,
files, and queries that this system requires. For each
element, determine whether the complexity is low,

medium, or high. Record this information on a work-
sheet similar to the one in Figure 2A-2.

2. Calculate the total function points for each line on
your worksheet by multiplying the number of each ele-
ment with the appropriate complexity score.

3. Sum up the total unadjusted function points.

4. Suppose that the system will be built by you using
Visual Basic (VB). Given your VB skills, multiply the
TUFP score by the APC score that best estimates how
complex the system will be for you to develop (.65 =
simple, 1 = average, 1.35 = complex), and calculate
a TAFP value.

5. Using the table in Figure 2A-3, determine the number
of lines of code that correspond to VB. Multiply this
number by the TAFP to find the total lines of code that
your system will require.

Sometimes a shortcut is used to determine the
complexity of the project. Instead of calculating the
exact APC score for the 14 factors listed in Figure 2A-2,
project managers estimate an APC value that ranges
from 0.65 for very simple systems to 1.00 for “normal”
systems to as much as 1.35 for complex systems. This
estimated APC score is then applied to the TUFP to
compute the TAFP. For example, a very simple system
that has 200 unadjusted function points would have a
size of 130 adjusted function points (200 X .65 = 130).
However, if the system with 200 unadjusted function
points were very complex, its function point size would
be 270 (200 X 1.35 = 270).

In the planning phase, the exact nature of the sys-
tem has not yet been determined, so it is impossible to
know exactly how many inputs, outputs, and so forth
will be in the system. It is up to the project manager to
make an intelligent guess. Some people feel that using
function points this early in a project is not practical for
this reason. We believe function points can be a useful
tool for understanding a project’s size at any point in the
SDLC. Later in the project, once more is known about
the system, the project manager will revise the esti-
mates, using this better knowledge to produce more
accurate results.

Once you have estimated the number of function
points, you need to convert the number of function
points into the lines of code that will be required to build
the system. The number of lines of code depends on the
programming language you choose to use. Figure 2A-3
presents a very rough conversion guide for some popu-
lar languages.

For example, the system in Figure 2A-2 has 243
function points. If you were to develop the system in
COBOL, it would typically require approximately
26,730 lines of code to write it. Conversely, if you were
to use Visual Basic, it typically would take 7290 lines of
code. If you could develop the system by using a pack-
age such as Excel or Access, it would take between 2430
and 9720 lines of code. There is a great range for pack-
ages, because different packages enable you to do dif-
ferent things and not all systems can be built with cer-
tain packages. Sometimes you end up writing lots of
extra code to do some simple function because the pack-
age does not have the capabilities you need.

There is also a very important message from the data
in this figure. Since there is a direct relationship between
lines of code and the amount of effort and time required to
develop a system, the choice of development language has
a significant impact on the time and cost of projects.



Appendix 2A— The Function Point Approach 89

Approximate Number of Lines

Language of Code per Function Point
C 130
COBOL 110
Java 55
C++ 50
Turbo Pascal 50
Visual Basic 30
PowerBuilder 15
HTML 15
FIGURE 2A-3 Packages [e.g., Access, Excel) 10-40
C]?révzmng from Funcion Points fo Lines Source: Capers Jones, Software Productivity Research, hiip://www.spr.com
or Lode

Step 2: Estimate Effort Required Once an understanding is
reached about the size of the system, the next step is to
estimate the effort that is required to build it. Effort is a
function of the system size combined with production
rates (how much work someone can complete in a given
time). Much research has been done on software pro-
duction rates. One of the most popular algorithms, the
COCOMO model 2! was designed by Barry W. Boehm
to convert a lines-of-code estimate into a person-month
estimate. There are different versions of the COCOMO
model that vary with the complexity of the software, the
size of the system, the experience of the developers, and
the type of software that you are developing (e.g., busi-
ness application software such as the registration system

YOUR

at your university; commercial software such as Word;
or system software such as Windows). For small to
moderate-size business software projects (i.e., 100,000
lines of code and 10 or fewer programmers), the model
is quite simple:

effort (in person-months) = 1.4 X thousands of lines of code

For example, let’s suppose that we were going to
develop a business software system requiring 10,000
lines of code. This project would typically take 14 person-
months of effort. If the system in Figure 2A-2 were
developed in COBOL (which equates to 26,730 lines of
code), it would require about 37.42 person-months of
effort.

2A-2 CALCULATE EFFORT AND SCHEDULE TIME

TURN
Refer to the project size and lines of

code that you calculated in “Your Turn 2A-1."

QUESTIONS:

1. Determine the effort of your project in person-months
of effort by multiplying your lines of code (in thou-
sands) by 1.4.

2. Calculate the schedule time in months for your project
by using the formula 3.0 X person-months!/3.

3. Based on your numbers, how much time will it take to
complete the project if you are the developer?

21 The original COCOMO model is presented by Barry W. Boehm in
Software Engineering Economics, Englewood Cliffs, NJ: Prentice Hall,
1981. Since then, much additional research has been done. The latest
version of COCOMO, COCOMO 11, is described in B. W. Boehm,

C. Abts, A. W. Brown, S. Chulani, B. K. Clark, E. Horowitz, R. Madachy,
D. Reifer, and B. Steece, Software Cost Estimation with COCOMO I1, Upper
Saddle River, NJ: Prentice Hall PTR, 2000. For the latest updates, see
http://sunset.use.edu/csse/research/COCOMOIIl/cocomo_main.html.


http://www.spr.com
http://sunset.use.edu/csse/research/COCOMOII/cocomo_main.html
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Step 3: Estimate Time Required Once the effort is under-
stood, the optimal schedule for the project can be esti-
mated. Historical data or estimation software can be
used as aids, or one rule of thumb is to determine sched-
ule by the following equation:

schedule time (months) = 3.0 X person-months!/3

This equation is widely used, although the specific
numbers vary (e.g., some estimators may use 3.5 or 2.5

instead of 3.0). The equation suggests that a project that
has an effort of 14 person-months should be scheduled
to take a little more than 7 months to complete. Contin-
uing the Figure 2A-2 example, the 37.42 person-months
would require a little over 10 months. It is important to
note that this estimate is for the analysis, design, and
implementation phases; it does not include the planning
phase.

APPENDIX 2B-PROJECT MANAGEMENT TOOLS: THE GANTT CHART AND PERT CHART

Project managers utilize several tools to help manage
projects. The project work plan, discussed previously, is
a critical element of managing projects. In addition, two
graphical tools are widely used to understand the rela-
tionship between project tasks and to monitor progress
on the project.

Gantt Chart

A Gantt chart is a horizontal bar chart that shows the
same task information as the project work plan, but in a
graphical way. Sometimes a picture really is worth a
thousand words, and the Gantt chart can communicate
the high-level status of a project much faster and easier
than the work plan. Creating a Gantt chart is simple and
can be done with a spreadsheet package, graphics soft-
ware (e.g., Microsoft VISIO), or a project management
package.

First, tasks are listed as rows in the chart, and time
is listed across the top in increments based on the needs
of the projects. (See Figure 2B-1). A short project may
be divided into hours or days, whereas a medium-sized
project may be represented in weeks or months. Hori-
zontal bars are drawn to represent the duration of each
task; the bar’s beginning and end mark exactly when the
task will begin and end. As people work on tasks, the
appropriate bars are filled in proportionately to how
much of the task is finished. Too many tasks on a Gantt
chart can become confusing, so it’s best to limit the
number of tasks to around 20 to 30. If there are more
tasks, break them down into subtasks and create Gantt
charts for each level of detail.

There are many things a project manager can see
by looking quickly at a Gantt chart. In addition to see-
ing how long tasks are and how far along they are, the
project manager also can tell which tasks are sequential,
which tasks occur at the same time, and which tasks

overlap in some way. He or she can get a quick view of
tasks that are ahead of schedule and behind schedule by
drawing a vertical line on today’s date. If a bar is not
filled in and appears to the left of the line, that task is
behind schedule.

There are a few special notations that can be
placed on a Gantt chart. Project milestones are shown
by upside-down triangles or diamonds. Arrows are
drawn between the task bars to show task dependencies.
Sometimes, the names of people assigned to each task
are listed next to the task bars to show what human
resources have been allocated to each task.

PERT Chart

A second graphical way to look at the project work plan
information is the PERT chart, which displays the proj-
ect tasks in a flowchart. (See Figure 2B-2). PERT (Pro-
gram Evaluation and Review Technique) is a network
analysis technique that can be used when the individual
task time estimates are fairly uncertain. Instead of
assigning a specific value as the duration estimate,
PERT uses three time estimates: optimistic, most likely,
and pessimistic. It then combines the three estimates
into a single weighted average estimate using the fol-
lowing formula:

optimistic value + (4 * most likely value)

PERT N

. + t |
weighted = pess1més ic value
average

The PERT chart is drawn graphically with boxes
(called nodes) representing each task and lines (called
arcs) showing the dependency between tasks. The time
estimates are shown in the nodes. Usually, the partially
completed tasks are displayed with a diagonal line
through the node, and completed tasks contain crossed
lines.
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Task Name
: Fri Fri
- Design Phase 31 days 11719110 |12/31/10 —
- Develop database design Mon Thu
document 9days |126/10 |12/16/10 p—y
Staging database design 9 days 1 yg /q 0 1 271'2;1 0 Megan
Suspense database design 9 days 1 yg/q 0 1 271hGl;1 0 Megan
- Develop rejects-handling Fri Wed
design document 9days | 1517110 12720110 34
Rejects-handling engine design 9 days 12/'1:;/10 12%;?10 Megan
- Develop OLAP design document | 9 days 12;1:;'/10 12%3‘;10 3.4
Universe design 9 days |, /::;/1 0l1 2%271 0 [ Joachim
- Develop OLAP design part 1 8 days 12,'1:8110 127;1310 P
High-priority reports design 8 days 12/|1:3/10 122116/10 [ Kevin
- Develop application 9d Fri Wed
design document aYS | 12/17/10 | 12/29/10 —
GCCR maintenance Fri Wed
application design 9days | 15/17/10|12/29/10 " JTomas
- ETL design document 2 days 1;;3;10 1ﬂ§:'“0 [ _ ]
Data export utility design 2 days 1 22:;1 0l12 /E:I 10 [1Joachim
- Application design document | 26 days |, 0. | Pt P
Web entry application Ul design | 26 days 11 /'1:3/10 12/22/10 [ ] Mei-ling
Web entry application Ul Fri Fri
design sign-off 1day | 15/3110 |12/3/10 *
Web entry forms and database 11d Wed Wed — .
model validation S 1 11/24/10 12/8/10 I
- Functional requirements Mon Thu
document 9days | 15113110 12123110 P—
- Application design 9 days 12'}1%710 1272';;10 Py
User authentication 4 days 1 2'}:%71 ol1 271':;1 0 [ Chantelle
Call logging 2 days 12;1:;/10 12'}2%710 [ Chantelle
Tue Thu
Search 3days| 4551/10|12/23/10 [ Chantelle
FIGURE 2B-1

Gantt Chart
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Design phase

Start: 11/19/10 ID: 1
Finish: 12/31/10 Dur: 31 days

Comp: 0%

FIGURE 2B-2
PERT Chart

Develop database design
document

Start: 12/6/10 ID: 2
Finish: 12/16/10 Dur: 9 days
Comp: 0%

Develop OLAP design part 1

Start: 12/10/10 ID: 9
Finish: 12/21/10 Dur: 8 days
Comp: 0%

Develop application design
document

Start: 12/17/10 ID: 11
Finish: 12/29/10 Dur: 9 days
Comp: 0%

ETL design document

Start: 12/30/10 ID: 13
Finish: 12/31/10 Dur: 2 days
Comp: 0%

Application design
document

Start: 11/19/10 ID: 15
Finish: 12/24/10 Dur: 26 days
Comp: 0%

Functional requirements
document

Start: 12/13/10 ID: 19
Finish: 12/23/10 Dur: 9 days
Comp: 0%

Develop rejects-handling
design document

Start: 12/17/10 ID: 5
Finish: 12/29/10 Dur: 9 days
Comp: 0%

Develop OLAP design
document

Start: 12/17/10 ID: 7
Finish: 12/29/10 Dur: 9 days
Comp: 0%



PERT charts are the best way to communicate task
dependencies because they lay out the tasks in the order
in which they need to be completed. The critical path
method (CPM) allows the identification of the critical
path in the network, the longest path from project incep-
tion to completion. The critical path shows all of the
tasks that must be completed on schedule for the project
as a whole to finish on schedule. If any of the tasks on
the critical path (called critical tasks) takes longer than

Appendix 28— Project Management Tools: The Gantt Chart and Pert Chart 93

expected, the entire project will fall behind. CPM can be
used with or without PERT.

Project management software packages like
Microsoft Project enable the project manager to input
the work plan once and then display the information in
many different formats. You can toggle between the
work plan, a Gantt chart, and a PERT chart, depending
on your project management needs.
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ANALYSIS

[ ] Apply requirements analysis techniques (business
process automation, business process improvement,
or business process reengineering).

[ ] Use requirements gathering techniques (interview,
JAD session, questionnaire, document analysis, or
observation).

] Develop requirements definition.

T AS K

// ANALYSIS | ! ! DESIGN ’

PLANNING



IMPLEMENTATION

CHAPTER 3

REQUIREMENTS
DETERMINATION

uring the analysis phase, the analyst determines the business requirements for the

new system. This chapter begins by presenting the requirements definition, a doc-
ument that lists the new system’s capabilities. It then describes how to analyze require-
ments, using business process automation, business process improvement, and business
process reengineering techniques, and how to gather requirements through interviews,
JAD sessions, questionnaires, document analysis, and observation.

OBJECTIVES

Become familiar with the analysis phase of the SDLC.

Understand how to create a requirements definition.

Become familiar with requirements analysis techniques.

Understand when to use each requirements analysis technique.

Understand how to gather requirements by using interviews, JAD sessions, ques-
tionnaires, document analysis, and observation.

Understand when to use each requirements-gathering technique.

CHAPTER OUTLINE

Introduction Requirements-Gathering in Practice
Requirements Determination Interviews
What Is a Requirement? Joint Application Development
Requirements Definition Questionnaires
Determining Requirements Document Analysis
Creating the Requirements Definition Observation
Requirements Analysis Techniques Applying the Concepts at Tune Source
Business Process Automation Requirements Analysis Techniques
Business Process Improvement Requirements-Gathering Techniques
Business Process Reengineering Requirements Definition
Comparing Analysis Techniques System Proposal

Requirements-Gathering Techniques Summary
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INTRODUCTION

The systems development life cycle (SDLC) is the process by which the organization
moves from the current system (often called the as-is system) to the new system
(often called the fo-be system). The outputs of the planning phase that we discussed
in Chapters 1 and 2 are the system request, feasibility study, and project plan, which
provide general ideas for the to-be system, define the project’s scope, assess project
feasibility, and provide the initial work plan. We now begin the discussion of the
analysis phase. Keep in mind that analysis refers to breaking a whole into its parts
with the intent of understanding the parts’ nature, function, and interrelationships.
Therefore, the work of the analysis phase involves breaking the general request for a
new system, outlined in the system request, into a more detailed understanding of
exactly what the new system needs to do. These details will be expressed and docu-
mented in several ways, including a detailed requirements definition (this chapter),
use cases (Chapter 4), process models (Chapter 5), and data models (Chapter 6). The
final deliverable of the analysis phase is the system proposal, which contains all of the
previously mentioned material along with a revised feasibility analysis (Chapter 1)
and work plan (Chapter 2).

At the conclusion of the analysis phase, the system proposal is presented to
the approval committee. Before moving into the design phase, the project should be
reviewed to ensure that it continues to contribute business value to the organization.
The system proposal presentation is usually in the form of a system walk-through,
a meeting at which the concept for the new system is presented to the users, man-
agers, and key decision makers. The goal of the walk-through is to explain the sys-
tem in moderate detail so that the users, managers, and key decision makers clearly
understand it, can identify needed improvements, and are able to make a decision
about whether the project should continue. If approved, the system proposal moves
into the design phase, and its elements (requirements definition, use cases, process
models, and data model) are used as inputs to the steps in the design phase, which
further refine them and define in much more detail how the system will be built.

The line between the analysis and design phases is very blurry, because the
deliverables created in the analysis phase are really the first step in the design of the
new system. Many of the major design decisions for the new system are found in
the analysis deliverables. In fact, a better name for the analysis phase would really
be “analysis and initial design,” but because this name is rather long and because
most organizations simply call this phase “analysis,” we will, too. Nonetheless, it is
important to remember that the deliverables from the analysis phase are really the
first step in the design of the new system.

In many ways, the requirements determination step is the single most critical
step of the entire SDLC. It is here that the major elements of the system first begin
to emerge. During requirements determination, the system is easy to change
because little work has been done yet. As the system moves through the subsequent
phases in the SDLC, it becomes harder and harder to return to requirements deter-
mination and make major changes because of all of the rework that is involved.
Although many factors contribute to the failure of systems development projects,
failing to determine the correct requirements is a primary cause.! This is why the
iterative approaches of many RAD and agile methodologies are so effective—small

! For example, see: Ewusi-Mensah, Kweku, Sofiware Development Fuailures: Anatomy of Abandoned Projects,
MIT Press, 2003.



Requirements Determination 929

batches of requirements can be identified and implemented in incremental stages,
allowing the overall system to change and evolve over time.

In this chapter, we will focus on the requirements determination step of the
analysis phase. We begin by explaining what a requirement is and the overall
process of requirements analysis and requirements gathering. We then present a set
of techniques that can be used to analyze and gather requirements.

REQUIREMENTS DETERMINATION

The requirements determination step is performed to expand the system request’s
high-level statement of business requirements into a more precise list. This detailed
list of requirements can then be used as input into the other activities of the analy-
sis phase: creating use cases, building process models, and building a data model.
We first explain what a requirement is and discuss the process of creating a require-
ments definition.

What Is a Requirement?

A requirement is simply a statement of what the system must do or what charac-
teristics it needs to have. During the analysis phase, requirements are written from
the perspective of the businessperson, and they focus on what the system does.
They focus on business user needs, so they usually are called business requirements
(sometimes, user requirements). Later in the design phase, business requirements
evolve to become more technical, and they describe sow the system will be imple-
mented. Requirements in the design phase are written from the developer’s per-
spective, and they usually are called system requirements.

Before we continue, we want to stress that there is no black-and-white line
dividing a business requirement and a system requirement—and some companies
use the terms interchangeably. The important thing to remember is that a require-
ment is a statement of what the system must do, and requirements will change over
time as the project moves from analysis to design to implementation. Requirements
evolve from detailed statements of the business capabilities that a system should
have to detailed statements of the technical way in which the capabilities will be
implemented in the new system.

Requirements can be either functional or nonfunctional in nature. A func-
tional requirement relates directly to a process the system has to perform or infor-
mation it needs to contain. For example, a process-oriented functional requirement
would be that the system must have the ability to search for available inventory. An
information-oriented functional requirement would be that the system must include
actual and budgeted expenses. (See Figure 3-1.) Functional requirements flow
directly into the next steps of the analysis process (use cases, process models, data
model) because they define the functions that the system needs to have.

Nonfunctional requirements refer to behavioral properties that the system must
have, such as performance and usability. The ability to access the system through a
Web browser would be considered a nonfunctional requirement. Nonfunctional
requirements may influence the rest of the analysis process (use cases, process mod-
els, and data model), but often do so only indirectly; nonfunctional requirements are
primarily used in the design phase when decisions are made about the user interface,
the hardware and software, and the system’s underlying architecture.
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Functional
Requirement Description Examples
Process-oriented A process the system must perform; B The system must allow registered cusfomers to review their own
a process the system must do order history for the past three years.
B The system must check incoming customer orders for invenfory
availability.

B The system should allow students to view a course schedule while
registering for classes.

Information-oriented Information the system must contain B The system must refain customer order history for three years.
B The system must include realime inventory levels at all warehouses.
B The system must include budgeted and actual sales and expense
amounts for current year and three previous years.

FIGURE 3-1
Functional Requirements

Figure 3-2 lists different kinds of nonfunctional requirements and examples
of each kind. Notice that the nonfunctional requirements describe a variety of char-
acteristics regarding the system: operational, performance, security, and cultural
and political. These characteristics do not describe business processes or informa-
tion, but they are very important in understanding what the final system should be
like. For example, the project team needs to know whether a system must be highly
secure, requires subsecond response time, or has to reach a multilingual customer
base. These requirements will affect design decisions that will be made in the
design phase, particularly architecture design, so we will revisit them in detail in
Chapter 8. The goal at this point is to identify any major issues.

YOUR 3-1 IDENTIFYING REQUIREMENTS

TURN

One of the most common mistakes 7. have 2-second maximum response time for prede-

made by new analysts is to confuse functional and non- fined queries and 10-minute maximum response time

functional requirements. Pretend that you received the fol- for ad hoc queries.

lowing list of requirements for a sales system: 8. include information from all company subsidiaries.
Requirements for Proposed System: 9. print subsidiary reports in the primary language of
The system should... the subsidiary.

10. provide monthly rankings of salesperson performance.

1. be accessible to Web users.

2. include the company standard logo and color scheme. ~ Questions:

3. restrict access to profitability information. 1. Which requirements are functional business require-
4. include actual and budgeted cost information. ments2 Provide two additional examples.

5. provide management reports. 2. Which requirements are nonfunctional business
6. include sales information that is updated at least requirements? What kind of nonfunctional require-

daily. ments are they2 Provide two additional examples.
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Examples

what circumstances

Cultural and political factors and legal
requirements that affect the system

Cultural and Political

Operational The physical and technical environments in
which the system will operate

Performance The speed, capacity, and reliability of the system

Security Who has authorized access fo the system under

B The system can run on handheld devices.

B The system should be able to infegrate with the existing
inventory system.

B The system should be able to work on any Web browser.

B Any interaction between the user and the system should
not exceed 2 seconds.

B The system downloads new sfatus parameters within
5 minutes of a change.

B The system should be available for use 24 hours per day,
365 days per year.

B The system supports 300 simultaneous users from
O-11 AM.; 150 simultaneous users at all other times.

B Only direct managers can see personnel records of staff.

B Customers can see their order history only during business
hours.

B The system includes all available safeguards from viruses,
worms, Trojan horses, efc.

B The system should be able to distinguish between U.S.
currency and currency from other nations.

B Company policy is to buy computers only
from Dell.

B Couniry managers are permitied to authorize custom user
inferfaces within their unis.

B Personal information is protected in compliance with the
Data Protection Act.

Source: The Atlantic Systems Guild, http://www.systemsguild.com

FIGURE 3-2
Nonfunctional Requirements

3-A WHAT CAN HaPPEN IF YOUu IGNORE NONFUNCTIONAL REQUIREMENTS

IN ACTION

| once worked on a consulting pro-
ject in which my manager created a requirements defini-
tion without listing nonfunctional requirements. The project
was then estimated based on the requirements definition
and sold fo the client for $5,000. In my manager’s mind,
the system that we would build for the client would be a
very simple stand-alone system running on current tech-
nology. It shouldn't take more than a week to analyze,
design, and build.

Unfortunately, the client had other ideas. They
wanted the system to be used by many people in three
different departments, and they wanted the ability for any
number of people to work on the system concurrently. The

technology they had in place was antiquated, but
nonetheless they wanted the system to run effectively on
the existing equipment. Because we didn't set the project
scope properly by including our assumptions about non-
functional requirements in the requirements definition, we
basically had to do whatever they wanted.

The capabilities they wanted took weeks to design
and program. The project ended up taking four months,
and the final project cost was $250,000. Our company
had to pick up the tab for everything except the agreed
upon $5,000. This was by far the most frustrating project
situation | ever experienced.  Barbara Wixom
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Requirements Definition

The requirements definition report—usually just called the requirements definition—
is a straightforward text report that simply lists the functional and nonfunctional
requirements in an outline format. Figure 3-3 shows a sample requirements defini-
tion for Holiday Travel Vehicles, a recreational vehicle dealership.

The requirements are numbered in a legal or outline format so that each
requirement is clearly identified. First, the requirements are grouped into functional

Functional Requirements

1. New Vehicle Management
1.1 The system will allow managers to view the current new vehicle inventory.
1.2 The system will allow the new vehicle manager to place orders for new vehicles.
1.3 The system will record the addition of new vehicles to inventory when they are received
from the manufacturers.

2.Vehicle Sales Management
2.1 The system will enable salespersons to create a customer offer.
2.2 The system will allow salespeople to know whether an offer is pending on a specific vehicle.
2.3 The system will enable managers to record approval of a customer offer.
2.4 The system will prepare a sales contract.
2.5 The system will prepare a shop work order based on customer requested dealer options.
2.6 The system will record a customer deposit.
2.7 The system will record a customer payment.
2.8 The system will create a record of the customer's vehicle purchase.

3. Used Vehicle Management
3.1 The system will record information on a customer trade-in vehicle ... etc.

Nonfunctional Requirements

1. Operational
1.1 The system should run on tablet PCs to be used by salespeople.
1.2 The system should interface with the shop management system.
1.3 The system should connect to printers wirelessly.

2. Performance
2.1 The system should support a sales staff of 15 salespeople.
2.2 The system should be updated with pending offers on vehicles every 15 minutes.

3. Security
3.1 No salesperson can access any other salesperson's customer contacts.
3.2 Only the owner and sales manager may approve customer offers.
3.3 Use of each tablet PC should be restricted to the salesperson to whom it is assigned.

4. Cultural and Political
4.1 Company policy says that all computer equipment is purchased from Dell.
4.2 Customer personal information is protected in compliance with the Data Protection Act.
4.3 The system will conform to the state's "lemon law."

FIGURE 3-3
Sample Requirements Definition
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and nonfunctional requirements. Then, within each of those headings, they are
grouped further by the type of requirement or by function.

Sometimes, business requirements are prioritized on the requirements definition.
They can be ranked as having “high,” “medium,” or “low” importance in the new
system, or they can be labeled with the version of the system that will address the
requirement (e.g., release 1, release 2, release 3). This practice is particularly
important with RAD methodologies that deliver requirements in batches by devel-
oping incremental versions of the system.

The most obvious purpose of the requirements definition is to provide the
information needed by the other deliverables in the analysis phase, which include
use cases, process models, and data models, and to support activities in the design
phase. The most important purpose of the requirements definition, however, is to
define the scope of the system. The document describes to the analysts exactly what
the final system needs to do. In addition, it serves to establish the users’ expecta-
tions for the system. If and when discrepancies or misunderstandings arise, the doc-
ument serves as a resource for clarification.

Determining Requirements

Both business and IT perspectives are needed to determine requirements for the
requirements definition. Systems analysts may not understand the true business
needs of the users. A recent study by the Standish Group found that the lack of user
involvement is the top reason for IT project failure.? On the other hand, the busi-
ness users may not be aware of the opportunities that a new technology may offer
and may simply automate existing, inefficient procedures.

A good analogy is building a house or an apartment. We have all lived in a
house or apartment, and most of us have some understanding of what we would like

YOUR 3-2 COLLECTING DATA FOR THE LONG TERM

TURN
Pharmaceutical companies are gen-

erally heavily regulated. It may take years for a new drug
to make it to the marketplace, given the long develop-
ment phase, highly monitored testing, and the necessity
for final approval by the Food and Drug Administration
(FDA). Once a drug is in the marketplace, other compa-
nies can try to produce generic drugs that seem to be
compatible with the name-brand drug.

Occasionally, some years into its life span, an
approved drug gets scrutiny for higherthan-expected
side effects. For example, a drug that is effective in low-
ering cholesterol may also cause a side effect of an
increased chance for cataract growth that was not dis-
covered during the initial testing and approval cycle.

Data are collected on all aspects of clinical trials and
from the marketplace, but some relationships are just
harder to find.

QUESTIONS:

1. Is there a particular systems approach to being able
to collect and analyze certain pieces of data from a
mountain of data?

2. If you were building a strategic planning system for
tracking a drug, from proposal through development
and testing and into the marketplace, how would you
approach the task?

3. What requirements might be necessary in building
such a system?

2 Frank Hayes, “Chaos is back,” Computerworld, November 8, 2004.
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to see in one. If we were asked to design one from scratch, however, it would be a
challenge because we lack appropriate design skills and technical engineering
skills. Likewise, an architect acting alone would probably miss some of our unique
requirements.

Therefore, the most effective approach is to have both businesspeople and
analysts working together to determine business requirements. Sometimes, how-
ever, the users neither know what they want nor understand what they need. It is
important that the analyst ensures that the requirements list stays focused and does
not become a bloated laundry list of user wishes. A variety of tools is available to
help the analyst help the users discover their true needs. These tools are grouped
into three broad techniques that are based on the degree of change anticipated in the
to-be system. Business process automation (BPA) generally involves a small
amount of change; business process improvement (BPI) involves a moderate
amount of change, and business process reengineering (BPR) involves a substantial
amount of change. According to the high-level business requirements stated in the
systems request, the analyst can select the technique that seems to most closely fit
the project at hand.

The three techniques work similarly. They help users critically examine the
current state of systems and processes (the as-is system), identify exactly what
needs to change, and develop a concept for a new system (the to-be system). All
three techniques will be described in greater detail later in the chapter.

Although BPA, BPI, and BPR enable the analyst to help users create a vision
for the new system, they are not sufficient for extracting information about the
detailed business requirements that are needed to build it. Therefore, analysts use a
portfolio of requirements-gathering techniques to acquire information from users.
The analyst has many gathering techniques from which to choose: interviews, ques-
tionnaires, observation, joint application development (JAD), and document analy-
sis. The information gathered by these techniques is critically analyzed and used to
craft the requirements definition. The final section of this chapter describes each of
the requirements-gathering techniques in greater depth.

Creating the Requirements Definition

Creating the requirements definition is an iterative and ongoing process whereby
the analyst collects information with requirements-gathering techniques (e.g., inter-
views, document analysis), critically analyzes the information to identify appropri-
ate business requirements for the system, and adds the requirements to the require-
ments definition report. The requirements definition is kept up to date so that the
project team and business users can refer to it and get a clear understanding of the
new system.

To create the requirements definition, the project team first determines the kinds
of functional and nonfunctional requirements that they will collect about the system.
(Of course, these may change over time.) These become the main sections of the doc-
ument. Next, the analysts use a variety of requirement-gathering techniques (e.g.,
interviews, observation) to collect information, and they list the business require-
ments that were identified from that information. Finally, the analysts work with the
entire project team and the business users to verify, change, and complete the list and
to help prioritize the importance of the requirements that were identified.

This process continues throughout the analysis phase, and the requirements
definition evolves over time as new requirements are identified and as the project
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moves into later phases of the SDLC. Beware: The evolution of the requirements
definition must be carefully managed. Keeping the requirements list tight and
focused is a key to project success. The project team cannot keep adding to the
requirements definition, or the system will keep growing and growing and never get
finished. Instead, the project team carefully identifies requirements and evaluates
which ones fit within the system scope. When a requirement reflects a real business
need, but is not within the scope of the current system or current release, it is added
to a list of future requirements or given a low priority. The management of require-
ments (and system scope) is one of the hardest parts of managing a project!

REQUIREMENTS ANALYSIS TECHNIQUES

The basic process of analysis involves three steps:

m Understand the existing situation (the as-is system).
m Identify improvements.
m Define requirements for the new system (the to-be system).

The three requirements analysis techniques—business process automation, business
process improvement, and business process reengineering—help the analysts lead
users through the analysis steps so that the vision of the system can be developed.

Sometimes the first step (i.e., understanding the as-is system) is skipped or
done in a limited manner. This happens when no current system exists, if the exist-
ing system and processes are irrelevant to the future system, or if the project team
is using a RAD or agile development methodology in which the as-is system is not
emphasized. Traditional methods such as waterfall and parallel development (see
Chapter 2) typically allot significant time to understanding the as-is system and
identifying improvements before moving to capture requirements for the to-be
system. Newer RAD and agile methodologies, such as iterative development, system
prototyping, throwaway prototyping, and extreme programming (see Chapter 2),
focus almost exclusively on improvements and the to-be system requirements, and
they allow little time for investigating the current as-is system.

To move the users “from here to there,” an analyst needs strong critical think-
ing skills. Critical thinking is the ability to recognize strengths and weaknesses and
recast an idea in an improved form and is needed in order for the analyst to under-
stand issues and develop new business processes. These skills are essential in exam-
ining the results of requirements gathering, identifying business requirements, and
translating those requirements into a concept for the new system.

As an example, let’s say that a user expresses a requirement that the new sys-
tem “eliminate inventory stock-outs.” While this might be a worthy goal, the ana-
lyst needs to think about it critically. The analyst could first have the users think
about circumstances leading to stock-outs (supplier orders are not placed in a
timely way), and then describe the issues that lead to these circumstances (on-hand
inventory levels are only updated once a week; delays occur in identifying the best
supply source for the items). By focusing on these issues, the team is in a better
position to develop new business processes that address these concerns.

We should note that requirements analysis techniques and requirements-
gathering techniques go hand in hand. Analysts need to use requirements-gathering
techniques to collect information; requirements analysis techniques drive the kind
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of information that is gathered and how it is ultimately analyzed. Although we focus
now on the analysis techniques and then discuss requirements gathering at the end
of the chapter, they happen concurrently and are complementary activities.

Business Process Automation

The business process automation (BPA) technique is used when the basic business
requirements outlined in the system request focus on employing computer technol-
ogy in some aspect of the business process, but leave the basic manner in which the
organization operates unchanged. These types of projects can improve organiza-
tional efficiency, but have the least impact and value for the business. Projects in
this category typically perform all three steps of the analysis process. Two popular
activities used in the BPA technique are problem analysis and root cause analysis.

Problem Analysis The most straightforward (and probably the most commonly
used) requirements analysis activity is problem analysis. Problem analysis means
asking the users and managers to identify problems with the as-is system and to
describe how to solve them in the to-be system. Most users have a very good idea
of the changes they would like to see, and most will be quite vocal about suggest-
ing them. Most changes tend to solve problems rather than capitalize on opportu-
nities, but this is possible, too. Improvements from problem analysis tend to be
small and incremental (e.g., add a field to store the customer’s cell phone number;
provide a new report that currently does not exist).

This type of improvement often is very effective at improving a system’s effi-
ciency or ease of use. However, it often provides only minor improvements in
business value—the new system is better than the old, but it may be hard to iden-
tify significant monetary benefits from the new system.

Root Cause Analysis The ideas produced by problem analysis tend to be solutions
to problems. All solutions make assumptions about the nature of the problem,
assumptions that may or may not be valid. In our experience, users (and most peo-
ple in general) tend to jump quickly to solutions without fully considering the
nature of the problem. Sometimes the solutions are appropriate, but many times
they address a symptom of the problem, not the true problem or root cause itself.?

For example, suppose that the users report that “inventory stock-outs happen
frequently.” Inventory stock-outs are not good, of course, and one obvious way to
reduce their occurrence is to increase the quantity of items kept in stock. This action
incurs costs, however, so it is worthwhile to investigate the underlying cause of the
frequent stock-outs instead of jumping to a quick-fix solution. The solutions that
users propose (or systems that analysts consider) may address either symptoms or
causes, but without careful analysis, it is difficult to tell which one. Finding out later
that you’ve just spent millions of dollars and have not fixed the frue underlying
problem is a horrible feeling!

Root cause analysis focuses on problems first rather than solutions. The
analyst starts by having the users generate a list of problems with the current sys-
tem, then prioritizes the problems in order of importance. Starting with the most
important, the users and/or analysts generate all possible root causes for the problem.

3 Two good books that discuss the problems in finding the root causes to problems are E. M. Goldratt and
J. Cox, The Goal, Croton-on-Hudson, NY: North River Press, 1986; and E. M. Goldratt, The Haystack Syn-
drome, Croton-on-Hudson, NY: North River Press, 1990.
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As shown in Figure 3-4, the problem of “too frequent stock-outs™ has several poten-
tial root causes (inaccurate on-hand counts; incorrect reorder points; lag in placing
supplier orders). Each possible root cause is investigated and additional root causes
are identified. As Figure 3-4 shows, it is sometimes useful to display the potential
root causes in a tree-like hierarchy. Ultimately, the investigation process reveals the
true root cause or causes of the problem, enabling the team to design the system to
correct the problem with the right solution. The key point in root cause analysis is
to always challenge the obvious and dig into the problem deeply enough that the
true underlying cause(s) is revealed.

Business Process Improvement

Business process improvement (BPI) means that the basic business requirements
target moderate changes to the organization’s operations. These changes take
advantage of new opportunities offered by technology or copy what competitors
are doing. BPI can improve efficiency (i.e., doing things right) and improve effec-
tiveness (i.e., doing the right things). BPI projects also spend time understanding
the as-is system, but much less time than BPA projects; their primary focus is on

Frequent inventory
stock-outs

Supplier order lag

Inaccurate on-hand Incorrect reorder
counts quantities

Lag in supplier
order approval

Lag in identifying
best supplier

Lag in sending
order to supplier

FIGURE 3-4

Root Cause Analysis for Inventory Stock Quts

Lag in recording
sold inventory

Infrequent manual
count reconciliation

Lag in recording
— items received from
suppliers

Reorder point too
low

Economic Order
Quantity (EOQ) too
low
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improving business processes, so time is spent on the as-is system only to help
with the improvement analyses and the to-be system requirements. Duration
analysis, activity-based costing, and informal benchmarking are three popular BPI
activities.

Duration Analysis  Duration analysis requires a detailed examination of the amount
of time it takes to perform each process in the current as-is system. The analysts
begin by determining the total amount of time it takes, on average, to perform a set
of business processes for a typical input. They then time each of the individual steps
(or subprocesses) in the business process. The time to complete the basic steps are
then totaled and compared with the total for the overall process. A significant dif-
ference between the two—and, in our experiences, the total time often can be 10 or
even 100 times longer than the sum of the parts—indicates that this part of the
process is badly in need of a major overhaul.

For example, suppose that the analysts are working on a home mortgage
system and discover that, on average, it takes 30 days for the bank to approve a
mortgage. They then look at each of the basic steps in the process (e.g., data

O P 3-B Success FRom FAILURE

IN ACTION

Few niches crashed more spectacu-
larly during Web 1.0 than the pet sector. In 2000, over just
nine months, Pets.com managed to raise a jaw-dropping
$82.5 million in an IPO, air a $1.2 million Super Bowl ad
starring its sock puppet mascot, land funding from
Amazon.com build a network of cavernous warehouses ...
and go out of business without making a penny in profit.
When Pets.com rolled over and died in November 2000, it
presaged scores of dotcom disasters to follow and slammed
the door on online pet businesses, seemingly for good.

So when San Francisco Web designer Ted Rhein-
gold cofounded Dogster.com in January 2004 as a kind
of canine version of Friendster, the news drew smirks
from the few who bothered to notice. How could Dogster,
a pet site cobbled together on weekends and launched
on a shoestring budget, expect to succeed where lavishly
funded pet sites had flamed out? The consensus on
Dogster was unanimous: It would fail.

And indeed, it has failed. Over and over. But, alas,
each knock has been a boost. Dogster has discovered
ways fo turn its mistakes into befter features. With pretty
much no promotion, Dogster (and sister site Catster.com)
has evolved into a premier pet lover's social network.
Membership exceeds 275,000; the site features 340,000
photos and profiles of dogs and cafs, and a blue-chip
advertising list that includes Disney, Holiday Inn, and
Target. Dogster, come to find out, has a good profit sheet.

In many ways, the site is a prime example of how
a Web deployment fails, but fails well by quick feature
launch, seeing what works, and fixing things fast.
According to Rheingold, “When we roll out a new fea-
ture, we know we're probably not going to get it right the
first time.” Dogster and similar companies have discov-
ered that continually reviewing user data—most impor-
tantly, the discouraging events—provides important
direction for enhancements. Says Rheingold, “Instead of
working on a feature for months trying to get it perfect,
we'll work on something for two weeks and then spend
two or three days listening to users and fine-tuning it.”

Source: “A Startup’s Best Friend? Failure,” Tom McNichol, Busi-
ness 2.0. San Francisco: March 2007, vol. 8, iss. 2, p. 39-41.

QUESTIONS:

1. Do you agree with Dogster’s view, or should compa-
nies aim for “zero-defect” operations2 Why or why
not? What implications does this business model have
for systems analysts@

2. Startup companies like Dogster are not the only com-
panies that are implementing the “fail fast” strategy.
Large companies like Google have used it and are still
using it—in Google's case, with the implementation of
the Google Toolbar. Cite another company that has
used this strafegy. Has it been successful?
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entry, credit check, title search, appraisal, etc.) and find that the total amount of
time actually spent on each mortgage is about 8 hours. This is a strong indica-
tion that the overall process is badly broken, because it takes 30 days to perform
1 day’s work.

These problems likely occur because the process is badly fragmented. Many
different people must perform different activities before the process is complete. In
the mortgage example, the application probably sits on many peoples’ desks for
long periods of time before it is processed. Processes in which many different peo-
ple work on small parts of the inputs are prime candidates for process integration
or parallelization. Process integration means changing the fundamental process so
that fewer people work on the input, which often requires changing the processes
and retraining staff to perform a wider range of duties. Process parallelization
means changing the process so that all the individual steps are performed at the
same time. For example in the mortgage application example, there is probably no
reason that the credit check cannot be performed at the same time as the appraisal
and title check.

Activity-Based Costing Activity-based costing is a similar analysis that examines
the cost of each major process or step in a business process rather than the time
taken.* The analysts identify the costs associated with each of the basic functional
steps or processes, identify the most costly processes, and focus their improvement
efforts on them.

Assigning costs is conceptually simple. You just examine the direct cost of
labor and materials for each input. Materials costs are easily assigned in a manu-
facturing process, while labor costs are usually calculated on the basis of the
amount of time spent on the input and the hourly cost of the staff. However, as you
may recall from a managerial accounting course, there are indirect costs such as
rent, depreciation, and so on that also can be included in activity costs.

3-C A PrROCESS IN NEED OF IMPROVEMENT

IN ACTION

A group of executives from a Fortune
500 company used duration analysis to discuss their pro-
curement process. Using a huge wall of Velcro and a
handful of placards, a facilitator proceeded to map out
the company’s process for procuring a $50 software
upgrade. Having quantified the time it took to complete
each step, she then assigned costs based on the salaries
of the employees involved. The 15-minute exercise left the

group stunned. Their procurement process had gotten so
convoluted that it took 18 days, countless hours of paper-
work and nearly $22,000 in people time to get the
product ordered, received, and up and running on the
requester’s deskfop.

Source: “For Good Measure,” CIO Magazine, March 1, 1999,
by Debby Young.

4 Many books have been written on activity-based costing. Useful ones include K. B. Burk and D. W. Webster,
Activity-Based Costing, Fairfax, VA: American Management Systems, 1994; and D. T. Hicks, Activity-Based
Costing: Making It Work for Small and Mid-Sized Companies, New York: John Wiley, 1998. The two books
by Eli Goldratt mentioned previously (7The Goal and The Haystack Syndrome) also offer unique insights into
costing.
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Informal Benchmarking Benchmarking refers to studying how other organizations
perform a business process in order to learn how your organization can do some-
thing better. Benchmarking helps the organization by introducing ideas that
employees may never have considered, but that have the potential to add value.
Informal benchmarking is fairly common for “customer-facing” business
processes (i.e., those processes that interact with the customer). With informal bench-
marking, the managers and analysts think about other organizations, or visit them as
customers to watch how the business process is performed. In many cases, the busi-
ness studied may be a known leader in the industry or simply a related firm. For exam-
ple, suppose that the team is developing a Web site for a car dealer. The project spon-
sor, key managers, and key team members would likely visit the Web sites of
competitors, those of others in the car industry (e.g., manufacturers, accessories sup-
pliers), and those of other industries that have won awards for their Web sites.

Business Process Reengineering

Business process reengineering (BPR) means changing the fundamental way in
which the organization operates—"“obliterating” the current way of doing business
and making major changes to take advantage of new ideas and new technology.
BPR projects allot little time to understanding the as-is system, because their goal
is to focus on new ideas and new ways of doing business. Outcome analysis, tech-
nology analysis, and activity elimination are three popular BPR activities.

Outcome Analysis Outcome analysis focuses on understanding the fundamental
outcomes that provide value to customers. While these outcomes sound as though
they should be obvious, they often aren’t. For example, suppose that you are an
insurance company and one of your customers has just had a car accident. What is
the fundamental outcome from the customer s perspective? Traditionally, insurance
companies have answered this question by assuming that the customer wants to
receive the insurance payment quickly. To the customer, however, the payment is
only a means to the real outcome: a repaired car. The insurance company might
benefit by extending its view of the business process past its traditional boundaries
to include, not simply paying for repairs, but performing the repairs or contracting
with an authorized body shop to do them.

With this approach, the system analysts encourage the managers and project
sponsor to pretend that they are customers and to think carefully about what the
organization’s products and services enable the customers to do—and what they
could enable the customer to do.

Technology Analysis Many major changes in business over the past decade have
been enabled by new technologies. Technology analysis therefore starts by having
the analysts and managers develop a list of important and interesting technologies.
Then the group systematically identifies how each and every technology could be
applied to the business process and identifies how the business would benefit.

For example, one useful technology might be the Internet. Saturn, the car man-
ufacturer, took this idea and developed an extranet application for its suppliers.
Rather than ordering parts for its cars, Saturn makes its production schedule avail-
able electronically to its suppliers, who ship the parts Saturn needs so that they arrive
at the plant just in time. This saves Saturn significant costs because it eliminates the
need for people to monitor the production schedule and issue purchase orders.
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Activity Elimination Activity elimination is exactly what it sounds like. The ana-
lysts and managers work together to identify how the organization could eliminate
each and every activity in the business process, how the function could operate
without it, and what effects are likely to occur. Initially, managers are reluctant to
conclude that processes can be eliminated, but this is a “force-fit” exercise in that
they must eliminate each activity. In some cases the results are silly; nonetheless,
participants must address each and every activity in the business process.

For example, in the home mortgage approval process discussed earlier, the
managers and analysts would start by eliminating the first activity, entering the data
into the mortgage company’s computer. This leads to one of two obvious possibili-
ties: (1) Eliminate the use of a computer system or (2) make someone else do the
data entry (e.g., the customer, over the Web). They would then eliminate the next
activity, the credit check. Silly, right? After all, making sure the applicant has good
credit is critical in issuing a loan, isn’t it? Not really. The real answer depends upon

YOUR 3-3 IBM CrepIT

TURN
IBM Credit was a wholly owned

subsidiary of IBM responsible for financing mainframe
computers sold by IBM. While some customers bought
mainframes outright or obtained financing from other
sources, financing computers provided significant addi-
tional profit.

When an IBM sales representative made a sale, he
or she would immediately call IBM Credit to obtain a
financing quote. The call was received by a credit officer
who would record the information on a request form. The
form would then be sent to the credit department to check
the customer’s credit status. This information would be
recorded on the form, which was then sent to the busi-
ness practices department, which would write a contract
(sometimes reflecting changes requested by the cus-
tomer). The form and the contract would then go to the
pricing department, which used the credit information to
establish an inferest rate and record it on the form. The
form and contract was then sent to the clerical group,
where an administrator would prepare a cover letter
quoting the interest rate and send the letter and contract
via Federal Express to the customer.

The problem at IBM Credit was a major one. Get-
ting a financing quote took anywhere from four to eight
days (six days, on average), giving the customer time to
rethink the order or find financing elsewhere. While the
quote was being prepared, sales representatives would
often call to find out where the quote was in the process,
so that they could tell the customer when to expect it.
However, no one at IBM Credit could answer the question,
because the paper forms could be in any department and

it was impossible to locate one without physically walk-
ing through the departments and going through the piles
of forms on everyone’s desk.

IBM Credit examined the process and changed it so
that each credit request was logged into a computer system
so that each department could record an application’s
status as soon as it was completed and sent it to the next
department. In this way, sales representatives could call
the credit office and quickly learn the status of each appli-
cation. IBM used some sophisticated management science
queuving theory analysis to balance workloads and staff
across the different departments so that no applications
would be overloaded. They also infroduced performance
standards for each department (e.g., the pricing decision
had to be completed within one day after that department
received an application).

However, process times got worse, even though
each department was achieving almost 100 percent com-
pliance on its performance goals. After some investiga-
tion, managers found that when people got busy, they
conveniently found errors that forced them to return the
credit request to the previous department for correction,
thereby removing it from their time measurements.

QUESTIONS:

What techniques can you use to identify improvements?2
Choose one technique and apply it to this situation—
what improvements did you identify?

Source: Reengineering the Corporation, New York: Harper Busi-
ness, 1993, by M. Hammer and J. Champy.
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FIGURE 3-5
Project Characteristics

how many times the credit check identifies bad applications. If all or almost all
applicants have good credit and are seldom turned down by a credit check, then the
cost of the credit check may not be worth the cost of the few bad loans it prevents.
Eliminating it may actually result in lower costs, even with the cost of bad loans,
unless the number of applicants with poor credit greatly increases.

Comparing Analysis Techniques

Each of the requirements analysis techniques discussed here has its own strengths
and weaknesses, and no one technique is inherently better than the others. Remem-
ber that an organization will likely have a wide range of projects in its portfolio;
the requirements analysis technique should be chosen to fit the nature of the
project. As shown in Figure 3-5, projects using the three requirements analysis
techniques will vary in terms of potential value to the business, cost, breadth of
analysis, and risk.

Potential Business Valve The potential business value varies with analysis tech-
nique. While projects using BPA have the potential to improve the business, most
of the benefits from BPA projects are tactical and small in nature. Since BPA pro-
jects do not seek to change the business processes, only process efficiency can be
improved. BPI projects usually offer moderate potential benefits, depending on the
scope, because they seek to change the business in some way. Both efficiency and
effectiveness can be increased. BPR projects create large potential benefits because
they seek to radically improve the nature of the business.

Project Cost  Project cost is always important. In general, BPA projects involve the
lowest cost because of the narrow focus and few number of changes. BPI projects
can be moderately expensive, depending on the scope. BPR projects are usually
expensive, both because of the amount of time required of senior managers and the
amount of business process redesign.

Breadth of Analysis Breadth of analysis refers to the scope of analysis, or whether
the analysis includes business processes within a single business function,
processes that cross the organization, or processes that interact with those in cus-
tomer or supplier organizations. BPR projects take a broad perspective, often span-
ning several major business processes, even across multiple organizations. BPI
projects have a much narrower scope that usually includes one or several business
functions. BPA projects typically examine a single process.

Business Process Business Process Business Process

Automation Improvement Reengineering
Potential business value Llow-moderate Moderate High
Project cost Llow Low-moderate High
Breadth of analysis Narrow Narrow-moderate Very broad
Risk Low-moderafe Low-moderate Very high
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3-4 AnALYSIS TECHNIQUE

TURN

Suppose that you are the analyst charged with developing a new Web site for a local car dealer
who wants to be very innovative and try new things. What analysis technique would you recommend? What activi-
ties seem most promising? Why?

Risk One final issue is risk of failure, which is the likelihood of failure due to poor
design, unmet needs, or too much change for the organization to handle. BPA and
BPI projects have low to moderate risk, because the to-be system is fairly well
defined and understood and the project’s potential impact on the business can be
assessed before it is implemented. BPR projects, on the other hand, are less pre-
dictable. BPR is extremely risky and not something to be undertaken unless the
organization and its senior leadership are committed to making significant changes.
Mike Hammer, the father of BPR, estimates that 70% of BPR projects fail.

REQUIREMENTS-GATHERING TECHNIQUES

An analyst is very much like a detective (and business users sometimes are like elu-
sive suspects). He or she knows that there is a problem to be solved and therefore
must look for clues that uncover the solution. Unfortunately, the clues are not
always obvious (and often are missed), so the analyst needs to notice details, talk
with witnesses, and follow leads, just as Sherlock Holmes would have done. The
best analysts will thoroughly gather requirements by a variety of techniques and
make sure that the current business processes and the needs for the new system are
well understood before moving into design. You don’t want to discover later that
you have key requirements wrong—surprises like this late in the SDLC can cause
all kinds of problems.

Requirements-Gathering in Practice

Before discussing the five requirements-gathering techniques in detail, a few prac-
tical tips are in order. First, the analyst should recognize that important side effects
of the requirements-gathering process include building political support for the
project and establishing trust and rapport between the project team and the ultimate
users of the system. Every contact and interaction between the analyst and a poten-
tial business user or manager is an opportunity to generate interest, enthusiasm, and
commitment to the project. Therefore, the analyst should be prepared to make good
use of these opportunities as they arise during the requirements-gathering process.

Second, the analyst should carefully determine who is included in the
requirements-gathering process. The choice to include (or exclude) someone is sig-
nificant; involving someone in the process implies that the analyst views that per-
son as an important resource and values his or her opinions. You must include all of
the key stakeholders (the people who can affect the system or who will be affected
by the system). This might include managers, employees, staff members, and even
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some customers and suppliers. Also, be sensitive to the fact that some people may
have significant influence within the organization even if they do not rank high in
the formal organizational hierarchy. If you do not involve a key person, that indi-
vidual may feel slighted, causing problems during implementation (e.g., saying “I
could have told them this might happen, but they didn’t ask me!”).

Finally, do everything possible to respect the time commitment that you are
asking the participants to make. The best way to do this is to be fully prepared and
to make good use of all the types of requirements-gathering techniques. Although,
as we will see, interviewing is the most commonly used technique, other indirect
methods may help the analyst develop a basic understanding of the business domain
so that the direct techniques are more productive. In general, a useful strategy for
the analyst to employ is to begin requirements gathering by interviewing senior
managers to gain an understanding of the project and get the “big picture.” These
preliminary interviews can then be followed by document analysis and, possibly,
observation of business processes to learn more about the business domain, the
vocabulary, and the as-is system. More interviews may then follow to gather the rest
of the information needed to understand the as-is system.

In our experience, identifying improvements is most commonly done through
JAD sessions because these sessions enable the users and key stakeholders to work
together and create a shared understanding of the possibilities for the to-be system.
Occasionally, these JAD sessions are followed by questionnaires sent to a much
larger group of users or potential users to get a broad range of opinions. The con-
cept for the to-be system is frequently developed through interviews with senior
managers, followed by JAD sessions with users of all levels, to make sure that the
key requirements of the new system are well understood.

In this chapter, we focus on the five most commonly used requirements-
gathering techniques: interviews, JAD sessions, questionnaires, document analysis,
and observation.

Interviews

The interview is the most commonly used requirements-gathering technique. After
all, it is natural—usually, if you need to know something, you ask someone. In gen-
eral, interviews are conducted one on one (one interviewer and one interviewee),
but sometimes, due to time constraints, several people are interviewed at the same
time. There are five basic steps to the interview process: selecting interviewees,
designing interview questions, preparing for the interview, conducting the inter-
view, and postinterview follow-up.’

Selecting Interviewees An interview schedule should be created, listing who will
be interviewed, the purpose of the interview, and where and when it will take place.
(See Figure 3-6.) The schedule can be an informal list that is used to help set up
meeting times or a formal list that is incorporated into the work plan. The people
who appear on the interview schedule are selected on the basis of the analyst’s
information needs. The project sponsor, key business users, and other members of
the project team can help the analyst determine who in the organization can best
provide important information about requirements. These people are listed on the
interview schedule in the order in which they should be interviewed.

5 A good book on interviewing is Brian James, The Systems Analysis Interview, Manchester: NCC Black-
well, 1989.



FIGURE 3-6
Sample Inferview Schedule

Requirements-Gathering Techniques 115

Purpose of
Position Interview Meeting
Andria McClellan Director, Accounting Strategic vision for new Mon, March 1
accounting system 8:00-10:00 A.m.
Jennifer Draper Manager, Accounts Current problems with Mon, March 1
Receivable accounts receivable 2:00-3:15 pm.
process; future goals
Mark Goodin Manager, Accounts Current problems with Mon, March 1
Payable accounts payable 4:00-5:15 pP.m.

process; future goals

Anne Asher Supervisor, Data Entry Accounts receivable and Wed, March 3
payable processes 10:00-11:00 A.m.

Accounts receivable and Wed, March 3
payable processes 1:00-3:00 p.m.

Fernando Merce Data Entry Clerk

People at different levels of the organization will have different viewpoints on
the system, so it is important to include both managers who manage the processes
and staff who actually perform the processes to gain both high-level and low-level
perspectives on an issue. Also, the kinds of interview subjects that you need may
change over time. For example, at the start of the project the analyst has a limited
understanding of the as-is business process. It is common to begin by interviewing
one or two senior managers to get a strategic view and then move to mid-level man-
agers who can provide broad, overarching information about the business process
and the expected role of the system being developed. Once the analyst has a good
understanding of the big picture, lower-level managers and staff members can fill
in the exact details of how the process works. Like most other things about systems
analysis, this is an iterative process—starting with senior managers, moving to mid-
level managers, then staff members, back to mid-level managers, and so on,
depending upon what information is needed along the way.

It is quite common for the list of interviewees to grow, often by 50%—75%.
As you interview people, you likely will identify more information that is needed
and additional people who can provide the information.

3-D SELECTING THE WRONG PEOPLE

IN ACTION

In 1990, 1 led a consulting team for @ construction. These individuals were the first and sec-
major development project for the U.S. Army. The goal was  ond line managers of the business function. The indi-
to replace eight existing systems used on virtually every viduals were expert at managing the process, but did
Army base across the United States. The as-is process and  not know the exact details of how the process worked.
data models for these systems had been built, and our job  The resulting to-be process model was very general and
was to identify improvement opportunities and develop  nonspecific. Alan Dennis
to-be process models for each of the eight systems.

For the first system, we selected a group of mid-level ~ Question:
managers (captains and majors) recommended by their  Suppose you were in charge of the project. Create an
commanders as being the experts in the system under interview schedule for the remaining seven projects.
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FIGURE 3-7
Three Types of Questions

Designing Interview Questions There are three types of interview questions:
closed-ended questions, open-ended questions, and probing questions. Closed-
ended questions require a specific answer. You can think of them as being similar to
multiple choice or arithmetic questions on an exam. (See Figure 3-7.) Closed-ended
questions are used when the analyst is looking for specific, precise information
(e.g., how many credit card requests are received per day). In general, precise ques-
tions are best. For example, rather than asking “Do you handle a lot of requests?”
it is better to ask “How many requests do you process per day?”

Closed-ended questions enable analysts to control the interview and obtain
the information they need. However, these types of questions don’t uncover why the
answer is the way it is, nor do they uncover information that the interviewer does
not think to ask ahead of time.

Open-ended questions are those that leave room for elaboration on the part of
the interviewee. They are similar in many ways to essay questions that you might find
on an exam. (See Figure 3-7 for examples.) Open-ended questions are designed to
gather rich information and give the interviewee more control over the information
that is revealed during the interview. Sometimes the subjects the interviewee chooses
to discuss uncover information that is just as important as the answer (e.g., if the inter-
viewee talks only about other departments when asked for problems, it may suggest
that he or she is reluctant to admit his or her own department’s problems).

The third type of question is the probing question. Probing questions follow
up on what has just been discussed in order for the interviewer to learn more, and
they often are used when the interviewer is unclear about an interviewee’s answer.
They encourage the interviewee to expand on or to confirm information from a pre-
vious response, and they are a signal that the interviewer is listening and interested
in the topic under discussion. Many beginning analysts are reluctant to use probing
questions because they are afraid that the interviewee might be offended at being
challenged or because they believe it shows that they didn’t understand what the
interviewee said. When done politely, probing questions can be a powerful tool in
requirements gathering.

In general, you should not ask questions about information that is readily
available from other sources. For example, rather than asking what information is
used to perform to a task, it is simpler to show the interviewee a form or report (see
document analysis later) and ask what information on it is used. This helps focus

Types of Questions Examples

Closed-Ended Questions e How many felephone orders are received per day?
e How do customers place orders?
® \What information is missing from the monthly sales reporte

Open-Ended Questions e What do you think about the way invoices are currently
processed?

® \What are some of the problems you face on a daily basise

® What are some of the improvements you would like to see in the
way invoices are processed?

Probing Questions o \Why?

e Can you give me an example?

e Can you explain that in a bit more defail2




FIGURE 3-8
Top-Down and Bottom-Up Questioning
Strategies
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the interviewee on the task and saves time, because he or she does not need to
describe the information in detail—he or she just needs to point it out on the form
or report.

Your interview questions should anticipate the type of information the inter-
viewee is likely to know. Managers are often somewhat removed from the details of
daily business processes and so might be unable to answer questions about them,
whereas lower-level staff members could readily respond. Conversely, lower-level
employees may not be able to answer broad, policy-oriented questions, while man-
agers could. Since no one wants to appear ignorant, avoid confounding your inter-
viewees with questions outside their areas of knowledge.

No type of question is better than another, and usually a combination of ques-
tions is used during an interview. At the initial stage of an IS development project
the as-is process can be unclear, so the interview process begins with unstructured
interviews, interviews that seek a broad and roughly defined set of information. In
this case, the interviewer has a general sense of the information needed, but few
closed-ended questions to ask. These are the most challenging interviews to con-
duct because they require the interviewer to ask open-ended questions and probe
for important information “on the fly.”

As the project progresses, the analyst comes to understand the business
process much better, and he or she needs very specific information about how busi-
ness processes are performed (e.g., exactly how a customer credit card is approved).
At this time, the analyst conducts structured interviews in which specific sets of
questions are developed prior to the interviews. There usually are more closed-
ended questions in a structured interview than in the unstructured approach.

No matter what kind of interview is being conducted, interview questions
must be organized into a logical sequence so that the interview flows well. For
example, when trying to gather information about the current business process, the
analyst will find it useful to move in logical order through the process or from the
most important issues to the least important.

There are two fundamental approaches to organizing the interview questions:
top-down or bottom-up; see Figure 3-8. With the top-down interview, the inter-
viewer starts with broad, general issues and gradually works towards more specific

WO
109’00

How
can

order
processing
be improved?

High-level: very general

How can we
reduce the number

of times that customers

return items they’ve ordered?

Medium-level: moderately
specific

How can we reduce the number
of errors in order processing
(e.g., shipping the wrong products)?

Low-level: very specific

oo
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ones. With the bottom-up interview, the interviewer starts with very specific ques-
tions and moves to broad questions. In practice, analysts mix the two approaches,
starting with broad general issues, moving to specific questions, and then back to
general issues.

The top-down approach is an appropriate strategy for most interviews. (It is
certainly the most common approach.) The top-down approach enables the inter-
viewee to become accustomed to the topic before he or she needs to provide
specifics. It also enables the interviewer to understand the issues before moving to
the details, because the interviewer may not have sufficient information at the start
of the interview to ask very specific questions. Perhaps most importantly, the top-
down approach enables the interviewee to raise a set of big-picture issues before
becoming enmeshed in details, so the interviewer is less likely to miss important
issues.

One case in which the bottom-up strategy may be preferred is when the analyst
already has gathered a lot of information about issues and just needs to fill in some
holes with details. Or, bottom-up may be appropriate if lower-level staff members
feel threatened or are unable to answer high-level questions. For example, “How
can we improve customer service?” may be too broad a question for a customer
service clerk, whereas a specific question is readily answerable (e.g., “How can we
speed up customer returns?”). In any event, all interviews should begin with non-
controversial questions first and then gradually move into more contentious issues
after the interviewer has developed some rapport with the interviewee.

Preparing for the Interview 1t is important to prepare for the interview in the same
way that you would prepare to give a presentation. You should have a general inter-
view plan which lists the questions that you will ask in the appropriate order; antic-
ipates possible answers and provides how you will follow up with them; and iden-
tifies segues between related topics. Confirm the areas in which the interviewee has
knowledge so you do not ask questions that he or she cannot answer. Review the
topic areas, the questions, and the interview plan, and clearly decide which ones
have the greatest priority in case you run out of time.

In general, structured interviews with closed-ended questions take more time
to prepare than unstructured interviews. So, some beginning analysts prefer
unstructured interviews, thinking that they can “wing it.” This is very dangerous
and often counterproductive, because any information not gathered in the first inter-
view would have to be obtained by follow-up efforts, and most people do not like
to be interviewed repeatedly about the same issues.

Be sure to prepare the interviewee as well. When you schedule the interview,
inform the interviewee of the reason for the interview and the areas you will be dis-
cussing far enough in advance so that he or she has time to think about the issues
and organize his or her thoughts. This is particularly important when you are an out-
sider to the organization and for interviewing lower-level employees who often are
not asked for their opinions and who may be uncertain about why you are inter-
viewing them.

Conducting the Interview When you start the interview, the first goal is to build
rapport with the interviewee so that he or she trusts you and is willing to tell you
the whole truth, not just give the answers that he or she thinks you want. You
should appear to be professional and an unbiased, independent seeker of informa-
tion. The interview should start with an explanation of why you are there and why
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you have chosen to interview the person, and then move into your planned inter-
view questions.

It is critical to carefully record all the information that the interviewee pro-
vides. In our experience, the best approach is to take careful notes—write down
everything the interviewee says, even if it does not appear immediately relevant.
Don’t be afraid to ask the person to slow down or to pause while you write,
because this is a clear indication that the interviewee’s information is important
to you. One potentially controversial issue is whether or not to tape-record the
interview. Recording ensures that you do not miss important points, but it can be
intimidating for the interviewee. Most organizations have policies or generally
accepted practices about the recording of interviews, so find out what they are
before you start an interview. If you are worried about missing information and
cannot tape the interview, then bring along a second person to take detailed
notes.

As the interview progresses, it is important that you understand the issues that
are discussed. If you do not understand something, be sure to ask. Don’t be afraid
to ask “dumb questions,” because the only thing worse than appearing “dumb” is to
be “dumb” by not understanding something that you could have cleared up by ques-
tioning. If you don’t understand something during the interview, you certainly
won’t understand it afterward. Try to recognize and define jargon, and be sure to
clarify jargon you do not understand. One good strategy to increase your under-
standing during an interview is to periodically summarize the key points that the
interviewee is communicating. This avoids misunderstandings and also demon-
strates that you are listening.

Finally, be sure to separate facts from opinion. The interviewee may say, for
example, “We process too many credit card requests.” This is an opinion, and it is
useful to follow this up with a probing question requesting support for the statement
(e.g., “Oh, how many do you process in a day?”). It is helpful to check the facts
because any differences between the facts and the interviewee’s opinions can point
out key areas for improvement. Suppose that the interviewee complains about a
high or increasing number of errors, but the logs show that errors have been
decreasing. This suggests that errors are viewed as a very important problem that
should be addressed by the new system, even if they are declining.

As the interview draws to a close, be sure to give the interviewee time to ask
questions or provide information that he or she thinks is important but was not part
of your interview plan. In most cases, the interviewee will have no additional con-
cerns or information, but in some cases this will lead to unanticipated, but impor-
tant information. Likewise, it can be useful to ask the interviewee if there are other
people who should be interviewed. Make sure that the interview ends on time. (If
necessary, omit some topics or plan to schedule another interview.)

As a last step in the interview, briefly explain what will happen next. (See the
next section.) You don’t want to prematurely promise certain features in the new
system or a specific delivery date, but you do want to reassure the interviewee that
his or her time was well spent and very helpful to the project.

Beginning systems analysts may naively think that conducting an interview
is as easy as conversing with a friend. Unfortunately, this is almost never true.
Interviewees often are not able or willing to hand over the needed information in
a neat, organized fashion. In some cases, they may not want to share what they
know at all. Analysts should hone their interpersonal skills to improve their inter-
viewing success. (See Practical Tip 3-1.)
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3-1 DEVELOPING INTERPERSONAL SKILLS

TIP

Interpersonal skills are those that
enable you to develop rapport with others, and they are
very important for interviewing. They help you to com-
municate with others effectively. Some people develop
good interpersonal skills at an early age; they simply
seem to know how to communicate and interact with
others. Other people are less “lucky” and need to work
hard to develop their skills.

Interpersonal skills, like most skills, can be learned.
Here are some fips:

¢ Don't worry, be happy. Happy people radiate confi-
dence and project their feelings on others. Try inter-
viewing someone while smiling and then interviewing
someone else while frowning and see what happens!

¢ Pay attention. Pay attention to what the other person is
saying (which is harder than you might think). See how
many times you catch yourself with your mind on some-
thing other than the conversation at hand.

e Summarize key points. At the end of each major theme
or idea that someone explains, you should repeat the

key points back to the speaker (e.g., “Let me make
sure | understand. The key issues are ..."). This demon-
strates that you consider the information important—
and also forces you to pay attention. (You can’t repeat
what you didn't hear.)

* Be succinct. When you speak, be succinct. The goal in
interviewing (and in much of life) is to learn, not to
impress. The more you speak, the less time you give to
others.

e Be honest. Answer all questions truthfully, and if you
don’t know the answer, say so.

e Waich body language (yours and theirs). The way a
person sits or stands conveys much information. In gen-
eral, a person who is interested in what you are say-
ing sits or leans forward, makes eye contact, and often
touches his or her face. A person leaning away from
you or with an arm over the back of a chair is disin-
terested. Crossed arms indicate defensiveness or
uncertainty, while “steepling” (sitting with hands raised
in front of the body with fingertips touching) indicates
a feeling of superiority.

Post-interview Follow-up  After the interview is over, the analyst needs to prepare
an interview report that describes the information from the interview (Figure 3-9).
The report contains interview notes, information that was collected over the course
of the interview and is summarized in a useful format. In general, the interview
report should be written within 48 hours of the interview, because the longer you
wait, the more likely you are to forget information.

O P 3-E THE RELUCTANT INTERVIEWEE
IN ACTION

project, and our attempt to document this system was

abandoned. Zoberta Both

Early in my consulting career | was
sent to a client organization with the goal of interview-
ing the only person in the organization who knew how

the accounts receivable system worked, and developing ~ QuEsTions:
documentation for that system (nonexistent at the time). 1. Why do you suppose the interviewee was so unco-
The interviewee was on time, polite, and told me operative?

absolutely nothing of value about the accounts receiv-
able system, despite my best efforts over several infer-
view sessions. Eventually, my manager called me off this

2. Can you think of any ways to avoid this failed out-
come?




FIGURE 3-9
Interview Report
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Interview Notes Approved by: linda Estey

Person Interviewed: Linda Estey,
Director, Human Resources

Interviewer: Barbara Wixom
Purpose of Interview:

e Understand reports produced for Human Resources by the current system.
e Determine information requirements for future system.

Summary of Interview:

® Sample reports of all current HR reports are affached fo this report. The information that is not used
and missing information are noted on the reports.

® Two biggest problems with the current system are:

1. The data are too old. (The HR Depariment needs information within 2 days of month end;
currently information is provided fo them after a 3-week delay.)

2. The dafa are of poor qudlity. (Often, reports must be reconciled with the HR departmental
database.)

e The most common data errors found in the current system include incorrect job-level information
and missing salary information.

Open Items:

e Get current employee rosfer report from Mary Skudrna (extension 4355).

® Verify calculations used fo determine vacation fime with Mary Skudma.

e Schedule inferview with Jim Wack (extension 2337) regarding the reasons for data quality problems.

Detailed Notes: See afiached franscript.

Often, the interview report is sent to the interviewee with a request to read it
and inform the analyst of clarifications or updates. Make sure the interviewee is con-
vinced that you genuinely want his or her corrections to the report. Usually, there are
few changes, but the need for any significant changes suggests that a second interview
will be required. Never distribute someone’s information without prior approval.

Joint Application Development (JAD)

Joint application development (or JAD as it is more commonly known) is an infor-
mation gathering technique that allows the project team, users, and management
to work together to identify requirements for the system. IBM developed the JAD
technique in the late 1970s, and it is often the most useful method for collecting
information from users.® Capers Jones claims that JAD can reduce scope creep by
50%, and it prevents the requirements for a system from being too specific or too
vague, both of which can cause trouble during later stages of the SDLC.7 JAD is
a structured process in which 10 to 20 users meet under the direction of a facilita-
tor skilled in JAD techniques. The facilitator is a person who sets the meeting
agenda and guides the discussion, but does not join in the discussion as a partici-
pant. He or she does not provide ideas or opinions on the topics under discussion

6 More information on JAD can be found in J. Wood and D. Silver, Joint Application Development, New York:
John Wiley & Sons, 1989; and Alan Cline, “Joint Application Development for Requirements Collection and
Management,” http://www.carolla.com/wp-jad.htm.

7 See Kevin Strehlo, “Catching up with the Jones and ‘Requirement’ Creep,” InfoWorld, July 29, 1996; and
Kevin Strehlo, “The Makings of a Happy Customer: Specifying Project X,” Infoworld, Nov 11, 1996.
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and remains neutral during the session. The facilitator must be an expert in both
group process techniques and systems analysis and design techniques. One or two
scribes assist the facilitator by recording notes, making copies, and so on. Often,
the scribes will use computers and CASE tools to record information as the JAD
session proceeds.

The JAD group meets for several hours, several days, or several weeks until all
of the issues have been discussed and the needed information is collected. Most JAD
sessions take place in a specially prepared meeting room, away from the partici-
pants’ offices, so that they are not interrupted. The meeting room is usually arranged
in a U shape so that all participants can easily see each other. (See Figure 3-10.) At
the front of the room (the open part of the “U”), there is a whiteboard, flip chart
and/or overhead projector for use by the facilitator, who leads the discussion.

Flip chart sheets

Name cards Projectors Printer

Whiteboard Screen

| Name cards

Heon /|

Computers

] g \U_I

, I

RN

| I

FIGURE 3-10

Joint Application Development Meeting Room
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TURN
Interviewing is not as simple as it first

appears. Select two people from class to go to the front
of the room to demonstrate an interview. (This also can
be done in groups.) Have one person be the interviewer,
and the other the interviewee. The interviewer should
conduct a 5-minute interview regarding the school course
registration system. Gather information about the existing
system and how the system can be improved. If there is
time, repeat with another pair.

QUESTIONS:

1.

2.
S
4.

Describe the body language of the interview pair.
What kind of interview was conducted?

What kinds of questions were asked?

What was done well2 How could the interview be
improved?

One problem with JAD is that it suffers from the traditional problems associ-
ated with groups: Sometimes people are reluctant to challenge the opinions of oth-
ers (particularly their boss), a few people often dominate the discussion, and not
everyone participates. In a 15-member group, for example, if everyone participates
equally, then each person can talk for only 4 minutes each hour and must listen for
the remaining 56 minutes—not a very efficient way to collect information.

A new form of JAD called electronic JAD, or e-JAD, attempts to overcome
these problems by the use of groupware. In an e-JAD meeting room, each partici-
pant uses special software on a networked computer to send anonymous ideas and
opinions to everyone else. In this way, all participants can contribute at the same
time, without fear of reprisal from people with differing opinions. Initial research
suggests that e-JAD can reduce the time required to run JAD sessions by 50%—-80%.8

Selecting Participants Selecting JAD participants is done in the same basic way as
selecting interview participants. Participants are selected on the basis of informa-
tion they can contribute, to provide a broad mix of organizational levels, and to
build political support for the new system. The need for all JAD participants to be
away from their offices at the same time can be a major problem. The office may
need to be closed or run with a skeleton staff until the JAD sessions are complete.
Ideally, the participants who are released from regular duties to attend the JAD
sessions should be the very best people in that business unit. However, without strong
management support, JAD sessions can fail, because those selected to attend the JAD
session are people who are less likely to be missed (i.e., the least competent people).
The facilitator should be someone who is an expert in JAD or e-JAD tech-
niques and, ideally, someone who has experience with the business under discus-
sion. In many cases, the JAD facilitator is a consultant external to the organization
because the organization may not have a regular day-to-day need for JAD or e-JAD
expertise. Developing and maintaining this expertise in-house can be expensive.

Designing the JAD Session JAD sessions can run from as little as a half day to sev-
eral weeks, depending upon the size and scope of the project. In our experience, most
JAD sessions tend to last 5 to 10 days spread over a 3-week period. Most e-JAD

8 For more information on e-JAD, see A. R. Dennis, G. S. Hayes, and R. M. Daniels, “Business Process Mod-
eling with Groupware,” Journal of Management Information Systems, 1999, 15(4); 115-142.
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sessions tend to last 1 to 4 days in a 1-week period. JAD and e-JAD sessions usu-
ally move beyond the collection of information into producing analysis deliver-
ables. For example, the users and the analysts collectively can create use cases,
process models, or the requirements definition.

As with interviewing, JAD success depends upon a careful plan. JAD sessions
usually are designed and structured along the same principles as interviews. Most
JAD sessions are designed to collect specific information from users, and this
requires the development of a set of questions prior to the meeting. A difference
between JAD and interviewing is that all JAD sessions are structured—they must
be carefully planned. In general, closed-ended questions are seldom used, because
they do not spark the open and frank discussion that is typical of JAD. In our expe-
rience, it is better to proceed top-down in JAD sessions when gathering informa-
tion. Typically, 30 minutes is allocated to each separate agenda item, and frequent
breaks are scheduled throughout the day because participants tire easily.

Preparing for the JAD Session As with interviewing, it is important to prepare the
analysts and participants for the JAD session. Because the sessions can go beyond the
depth of a typical interview and usually are conducted off-site, participants can be
more concerned about how to prepare. It is important that the participants understand
what is expected of them. If the goal of the JAD session, for example, is to develop an
understanding of the current system, then participants can bring procedure manuals
and documents with them. If the goal is to identify improvements for a system, then
they can think about how they would improve the system prior to the JAD session.

Conducting the JAD Session Most JAD sessions try to follow a formal agenda, and
most have formal ground rules that define appropriate behavior. Common ground
rules include following the schedule, respecting others’ opinions, accepting dis-
agreement, and ensuring that only one person talks at a time.

The role of the JAD facilitator can be challenging. Many participants come to
the JAD session with strong feelings about the system being discussed. Channeling
these feelings so that the session moves forward in a positive direction and getting
participants to recognize and accept—but not necessarily agree on—opinions and
situations different from their own requires significant expertise in systems analy-
sis and design, JAD, and interpersonal skills. Few systems analysts attempt to facil-
itate JAD sessions without being trained in JAD techniques, and most apprentice
with a skilled JAD facilitator before they attempt to lead their first session.

The JAD facilitator performs three key functions. First, he or she ensures that
the group sticks to the agenda. The only reason to digress from the agenda is when it
becomes clear to the facilitator, project leader, and project sponsor that the JAD ses-
sion has produced some new information that is unexpected and requires the JAD ses-
sion (and perhaps the project) to move in a new direction. When participants attempt
to divert the discussion away from the agenda, the facilitator must be firm, but polite,
in leading the discussion back to the agenda and getting the group back on track.

Second, the facilitator must help the group understand the technical terms and
jargon that surround the system development process and help the participants
understand the specific analysis techniques used. Participants are experts in their
business area, but they probably are not experts in systems analysis. The facilitator
must therefore minimize the learning required and teach participants how to effec-
tively provide the right information.

Third, the facilitator records the group’s input on a public display area, which can
be a whiteboard, flip chart, or computer display. He or she structures the information
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that the group provides and helps the group recognize key issues and important solu-
tions. Under no circumstance should the facilitator insert his or her opinions into the
discussion. The facilitator must remain neutral at all times and simply help the group
through the process. The moment the facilitator offers an opinion on an issue, the
group will no longer see him or her as a neutral party, but rather as someone who
could be attempting to sway the group into some predetermined solution.

However, this does not mean that the facilitator should not try to help the group
resolve issues. For example, if two items appear to be the same to the facilitator, the
facilitator should not say, “I think these may be similar” Instead, the facilitator
should ask, “Are these similar?” If the group decides that they are, the facilitator can
combine them and move on. However, if the group decides that they are not simi-
lar (despite what the facilitator believes), the facilitator should accept the decision
and move on. The group is always right, and the facilitator has no opinion.

Post-JAD Follow-up  As with interviews, a JAD post-session report is prepared and
circulated among session attendees. The post-session report is essentially the same
as the interview report in Figure 3-9. Since the JAD sessions are longer and provide
more information, it usually takes a week or two after the JAD session before the
report is complete.

Questionnaires

A questionnaire is a set of written questions for obtaining information from indi-
viduals. Questionnaires often are used when there is a large number of people from
whom information and opinions are needed. In our experience, questionnaires are
commonly used for systems intended for use outside of the organization (e.g., by
customers or vendors) or for systems with business users spread across many geo-
graphic locations. Most people automatically think of paper when they think of
questionnaires, but today more questionnaires are being distributed in electronic
form, either via e-mail or on the Web. Electronic distribution can save a significant
amount of money, compared with distributing paper questionnaires.

Selecting Participants As with interviews and JAD sessions, the first step is to
select the individuals to whom the questionnaire will be sent. However, it is not
usual to select every person who could provide useful information. The standard
approach is to select a sample, or subset, of people who are representative of the
entire group. Sampling guidelines are discussed in most statistics books, and most
business schools include courses that cover the topic, so we will not discuss it here.
The important point in selecting a sample, however, is to realize that not everyone
who receives a questionnaire will actually complete it. On average, only 30%—50%

3-6 JAD PRrACTICE

TURN

Organize yourselves into groups of assignment, making a sandwich, paying bills, getting to
four to seven people, and pick one person in each group  class). How did the JAD session go? Based on your expe-
to be the JAD facilitator. Using a blackboard, white-  rience, what are some pros and cons of using JAD in a
board, or flip chart, gather information about how the  real organization?
group performs some process (e.g., working on a class
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. 3-2 MANAGING PrOBLEMS IN JAD SESSIONS

TIP

| have run more than a hundred JAD
sessions and have learned several standard “facilitator
tricks.” Here are some common problems and some ways
to deal with them.

walk to the paper and ask them what to add. If they
mention something already on the list, you quickly
interrupt, point out that it is there, and ask what other
information to add. Don't let them repeat the same

¢ Reducing domination. The facilitator should ensure that
no one person dominates the group discussion. The
only way to deal with someone who dominates is head
on. During a break, approach the person, thank him
or her for their insightful comments, and ask them to
help you make sure that others also participate.

* Encouraging noncontributors. Drawing out people
who have participated very little is challenging
because you want to bring them into the conversation
so that they will contribute again. The best approach is
to ask a direct factual question that you are certain
they can answer. And it helps to ask the question using
some repetition to give them time to think. For example
“Pat, | know you've worked shipping orders a long
time. You've probably been in the Shipping Depart-
ment longer than anyone else. Could you help us
understand exactly what happens when an order is
received in Shipping?”

e Side discussions. Sometimes participants engage in
side conversations and fail to pay attention to the
group. The easiest solution is simply to walk close to
the people and continue to facilitate right in front of
them. Few people will continue a side conversion
when you are two feet from them and the entire
group’s attention is on you and them.

e Agenda merry-go-round. The merry-go-round occurs
when a group member keeps returning to the same
issue every few minutes and won't let go. One solution
is to let the person have five minutes to ramble on
about the issue while you carefully write down every
point on a flip chart or computer file. This flip chart or
file is then posted conspicuously on the wall. When the
person brings up the issue again, you inferrupt them,

point, but write any new information.

Violent agreement. Some of the worst disagreements
occur when participants really agree on the issues but
don't realize that they agree because they are using
different terms. An example is arguing whether a glass
is half empty or half full; they agree on the facts, but
can’t agree on the words. In this case, the facilitator
has to translate the terms into different words and find
common ground so the parties recognize that they
really agree.

Unresolved conflict. In some cases, participants don't
agree and can't understand how to defermine what
alternatives are better. You can help by structuring the
issue. Ask for criteria by which the group will identify
a good alternative (e.g., “Suppose this idea really did
improve customer service. How would | recognize the
improved customer service2”). Then once you have a
list of criteria, ask the group to assess the alternatives
using them.

True conflict. Sometimes, despite every attempt, partic-
ipants just can’t agree on an issue. The solution is to
postpone the discussion and move on. Document the
issue as an “open issue” and list it prominently on a
flip chart. Have the group return to the issue hours
later. Often the issue will resolve itself by then and you
haven't wasted time on it. If the issue cannot be
resolved later, move it to the list of issues to be decided
by the project sponsor or some other more senior mem-
ber of management.

Use humor. Humor is one of the most powerful tools a
facilitator has and thus must be used judiciously. The
best JAD humor is always in context; never tell jokes but
take the opportunity to find the humor in the situation.
Alan Dennis

of paper and e-mail questionnaires are returned. Response rates for Web-based
questionnaires tend to be significantly lower (often, only 5%—-30%).

Designing the Questionnaire Developing good questions is critical for questionnaires
because the information on a questionnaire cannot be immediately clarified for a con-
fused respondent. Questions on questionnaires must be very clearly written and must
leave little room for misunderstanding; therefore, closed-ended questions tend to be
most commonly used. Questions must enable the analyst to clearly separate facts from
opinions. Opinion questions often ask the respondent the extent to which they agree or
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* Begin with nonthreatening and interesting questions.

* Group items into logically coherent sections.

* Do not put important items at the very end of the questionnaire.
* Do not crowd a page with too many items.

* Avoid abbreviations.

* Avoid biased or suggestive items or terms.

* Number questions to avoid confusion.

* Pretest the questionnaire to identify confusing questions.

* Provide anonymity to respondents.

disagree (e.g., “Are network problems common?”’), while factual questions seek more
precise values (e.g., “How often does a network problem occur: once an hour, once a
day, or once a week?”). See Figure 3-11 for guidelines on questionnaire design.

Perhaps the most obvious issue—but one that is sometimes overlooked—is to
have a clear understanding of how the information collected from the questionnaire
will be analyzed and used. You must address this issue before you distribute the
questionnaire, because it is too late afterward.

Questions should be relatively consistent in style so that the respondent does
not have to read instructions for each question before answering it. It is generally a
good practice to group related questions together to make them simpler to answer.
Some experts suggest that questionnaires should start with questions important to
respondents, so that the questionnaire immediately grabs their interest and induces
them to answer it. Perhaps the most important step is to have several colleagues
review the questionnaire and then pretest it with a few people drawn from the
groups to whom it will be sent. It is surprising how often seemingly simple ques-
tions can be misunderstood.

Administering the Questionnaire The key issue in administering the questionnaire is
getting participants to complete the questionnaire and send it back. Dozens of mar-
keting research books have been written about ways to improve response rates. Com-
monly used techniques include clearly explaining why the questionnaire is being con-
ducted and why the respondent has been selected; stating a date by which the
questionnaire is to be returned; offering an inducement to complete the questionnaire
(e.g., a free pen); and offering to supply a summary of the questionnaire responses.
Systems analysts have additional techniques to improve responses rates inside the
organization, such as personally handing out the questionnaire and personally con-
tacting those who have not returned them after a week or two, as well as requesting
the respondents’ supervisors to administer the questionnaires in a group meeting.

Questionnaire Follow-up It is helpful to process the returned questionnaires and
develop a questionnaire report soon after the questionnaire deadline. This ensures
that the analysis process proceeds in a timely fashion and that respondents who
requested copies of the results receive them promptly.

Document Analysis

Project teams often use document analysis to understand the as-is system. Under
ideal circumstances, the project team that developed the existing system will have
produced documentation, which was then updated by all subsequent projects. In
this case, the project team can start by reviewing the documentation and examining
the system itself.
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YOUR 3-7 QUESTIONNAIRE PRACTICE

TURN
Organize yourselves into small

groups. Have each person develop a short question-
naire to collect information about the frequency in
which group members perform some process [e.g.,
working on a class assignment, making a sandwich,
paying bills, getting to class), how long it takes them,
how they feel about the process, and opportunities for
improving the process.

Once everyone has completed his or
her questionnaire, ask each member to pass it to the right
and then complete his or her neighbor’s questionnaire.

Pass the questionnaire back to the creator when it is
completed.

QUESTIONS:

1. How did the questionnaire you completed differ from
the one you created?

2. What are the strengths of each questionnaire?

3. How would you analyze the survey results if you had
received 50 responses?

4. What would you change about the questionnaire that
you developed?

Unfortunately, most systems are not well documented, because project teams
fail to document their projects along the way, and when the projects are over, there
is no time to go back and document. Therefore, there may not be much technical
documentation about the current system available, or it may not contain updated
information about recent system changes. However, there are many helpful docu-
ments that do exist in the organization: paper reports, memorandums, policy man-
uals, user training manuals, organization charts, and forms.

But these documents (forms, reports, policy manuals, organization charts)
only tell part of the story. They represent the formal system that the organization
uses. Quite often, the “real,” or informal system differs from the formal one, and
these differences, particularly large ones, give strong indications of what needs to
be changed. For example, forms or reports that are never used likely should be elim-
inated. Likewise, boxes or questions on forms that are never filled in (or are used
for other purposes) should be rethought. See Figure 3-12 for an example of how a
document can be interpreted.

The most powerful indication that the system needs to be changed is when
users create their own forms or add additional information to existing ones. Such
changes clearly demonstrate the need for improvements to existing systems. Thus,
it is useful to review both blank and completed forms to identify these deviations.
Likewise, when users access multiple reports to satisfy their information needs, it
is a clear sign that new information or new information formats are needed.

Observation

Observation, the act of watching processes being performed, is a powerful tool for
gathering information about the as-is system because it enables the analyst to see
the reality of a situation, rather than listening to others describe it in interviews or
JAD sessions. Several research studies have shown that many managers really do
not remember how they work and how they allocate their time. (Quick, how many
hours did you spend last week on each of your courses?) Observation is a good way
to check the validity of information gathered from other sources such as interviews
and questionnaires.

In many ways, the analyst becomes an anthropologist as he or she walks
through the organization and observes the business system as it functions. The goal
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The customer made a mistake. The staff had to add additional

This should be labeled information about the type of animal

Owner’s Name to prevent and the animal’s date of birth and

confusion. gender. This information should be
added to the new form in the to-be

system.

CENTRAL VETERINARY CLINIC
Patient Information Card

Name: -Buffy= Pat Smith

Pet’'s Name: Buffy Collce 7/6/07 Male

Address: 100 Central Court. Apartment 10

Toronto, Ontario K7L 3N&

476-
Phone Number: / 555-3400

Do you have instrance: yes

Insurance Gompany: Pet’s Mutual

Policy Number: KA-5493243

The customer did not include
area code in the phone
number. This should be made
more clear.

is to keep a low profile, to not interrupt those working, and to not influence those
being observed. Nonetheless, it is important to understand that what analysts
observe may not be the normal day-to-day routine because people tend to be
extremely careful in their behavior when they are being watched.® Even though nor-
mal practice may be to break formal organizational rules, the observer is unlikely
to see this. (Remember how you drove the last time a police car followed you?)
Thus, what you see may not be what you get.

Observation is often used to supplement interview information. The location
of a person’s office and its furnishings gives clues as to their power and influence in

9 This illustrates the Hawthorne effect: an increase in worker productivity produced by the psychological stim-
ulus of being singled out and made to feel important. See R. H. Frank and J. D. Kaul, “The Hawthorne Exper-
iments: First Statistical Interpretation,” American Sociological Review, 1978, 43: 623—643.
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O P 3-E PusLix CrRepiT CARD FORMS

IN ACTION

At my neighborhood Publix grocery
store, the cashiers always handwrite the total amount of
the charge on every credit card charge form, even
though it is printed on the form. Why? Because the “back
office” staff people who reconcile the cash in the cash
drawers with the amount sold at the end of each shift find
it hard to read the small print on the credit card forms.
Writing in large print makes it easier for them to add the

values up. However, cashiers sometimes make mistakes
and write the wrong amount on the forms, which causes
problems.  Barbara Wixom

QUESTIONS:

1. What does the credit card charge form indicate about
the existing system?

2. How can you make improvements with a new system?

YOUR

the organization, and such clues can be used to support or refute information given
in an interview. For example, an analyst might become skeptical of someone who
claims to use the existing computer system extensively if the computer is never
turned on while the analyst visits. In most cases, observation will support the infor-
mation that users provide in interviews. When it does not, it is an important signal
that extra care must be taken in analyzing the business system.

Selecting the Appropriate Techniques

Each of the requirements-gathering techniques just discussed has strengths and
weaknesses. No one technique is always better than the others, and in practice most
projects benefit from a combination of techniques. Thus, it is important to under-
stand the strengths and weaknesses of each technique and when to use each. (See
Figure 3-13.) One issue not discussed is that of the analysts’ experience. In general,
document analysis and observation require the least amount of training, while JAD
sessions are the most challenging.

Type of Information The first characteristic is type of information. Some tech-
niques are more suited for use at different stages of the analysis process, whether
understanding the as-is system, identifying improvements, or developing the to-be
system. Interviews and JAD are commonly used in all three stages. In contrast,
document analysis and observation usually are most helpful for understanding the
as-is system, although they occasionally provide information about improvements.

3-8 OBSERVATION PRACTICE

TURN
Visit the library at your college or

university and observe how the book check-out process
occurs. First, watch several students checking books out,
and then check one out yourself. Prepare a brief sum-
mary report of your observations.

When you return to class, share your observations
with others. You may notice that not all the reports pres-
ent the same information. Why2 How would the infor-
mation be different had you used the interview or JAD
technique?
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Joint Application Document
Interviews Design Questionnaires Analysis Observation
Type of information Asis, improvements, Asis, improvements,  Asis, improvements Asis As-is
fobe tobe
Depth of information High High Medium Low Low
Breadth of information low Medium High High low
Integration of information Low High Llow Low Llow
User involvement Medium High low low low
Cost Medium low—Medium Low Low low—Medium
FIGURE 3-13

Comparison of Requirements-Gathering Techniques

Questionnaires are often used to gather information about the as-is system, as well
as general information about improvements.

Depth of Information The depth of information refers to how rich and detailed the
information is that the technique usually produces and the extent to which the tech-
nique is useful at obtaining not only facts and opinions, but also an understanding
of why those facts and opinions exist. Interviews and JAD sessions are very useful
at providing a good depth of rich and detailed information and helping the analyst
to understand the reasons behind them. At the other extreme, document analysis
and observation are useful for obtaining facts, but little beyond that. Questionnaires
can provide a medium depth of information, soliciting both facts and opinions with
little understanding of why.

Breadth of Information Breadth of information refers to the range of information
and information sources that can be easily collected by that technique. Question-
naires and document analysis both are easily capable of soliciting a wide range of
information from a large number of information sources. In contrast, interviews
and observation require the analyst to visit each information source individually
and, therefore, take more time. JAD sessions are in the middle because many infor-
mation sources are brought together at the same time.

Integration of Information One of the most challenging aspects of requirements
gathering is the integration of information from different sources. Simply put, dif-
ferent people can provide conflicting information. Combining this information and
attempting to resolve differences in opinions or facts is usually very time consum-
ing because it means contacting each information source in turn, explaining the dis-
crepancy, and attempting to refine the information. In many cases, the individual
wrongly perceives that the analyst is challenging his or her information, when in
fact the source of conflict is another user in the organization. This can make the user
defensive and make it hard to resolve the differences.

All techniques suffer integration problems to some degree, but JAD sessions are
designed to improve integration because all information is integrated when it is col-
lected, not afterward. If two users provide conflicting information, the conflict becomes
immediately obvious, as does the source of the conflict. The immediate integration of
information is the single most important benefit of JAD that distinguishes it from other
techniques, and this is why most organizations use JAD for important projects.
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User Involvement User involvement refers to the amount of time and energy the
intended users of the new system must devote to the analysis process. It is gener-
ally agreed that, as users become more involved in the analysis process, the chance
of success increases. However, user involvement can have a significant cost, and not
all users are willing to contribute valuable time and energy. Questionnaires, docu-
ment analysis, and observation place the least burden on users, while JAD sessions
require the greatest effort.

Cost Cost is always an important consideration. In general, questionnaires, docu-
ment analysis, and observation are low-cost techniques (although observation can be
quite time consuming). The low cost does not imply that they are more or less effec-
tive than the other techniques. We regard interviews and JAD sessions as having mod-
erate costs. In general, JAD sessions are much more expensive initially, because they
require many users to be absent from their offices for significant periods, and they
often involve highly paid consultants. However, JAD sessions significantly reduce the
time spent in information integration and thus cost less in the long term.

APPLYING THE CONCEPTS AT TUNE SOURCE

Once the Tune Source approval committee approved the system request and feasi-
bility analysis, the project team began performing analysis activities. These included
gathering requirements by a variety of techniques and analyzing the requirements that
were gathered. Some highlights of the project team’s activities are presented next.

Requirements Analysis Techniques

Carly suggested that the project team conduct several JAD sessions with store man-
agers, marketing analysts, and Web-savvy members of the IT staff. Together, the
groups could brainstorm the features desired in the Digital Music Download system.

Jason facilitated three JAD sessions that were conducted over the course of a
week. Jason’s past facilitation experience helped the eight-person meetings run
smoothly and stay on track. Because this project introduces a new business process,
Jason used technology analysis and suggested several important Web technologies
that could be used for the system. The JAD session generated ideas about how Tune
Source could apply each of the technologies to the Digital Music Download system.
Jason had the group categorize the ideas into three sets: “definite” ideas that would
have a good probability of providing business value, “possible” ideas that might
add business value, and “unlikely” ideas.

Next, Jason applied informal benchmarking by introducing the Web sites of
several leading retailers and pointing out the features that they offered online. He
selected some sites on the basis of their success with Internet sales, and others on the
basis of their similarity to the vision for Tune Source’s new system. The group dis-
cussed the features that were common across most retailers, versus unique function-
ality, and they created a list of suggested business requirements for the project team.

Requirements-Gathering Techniques

Jason believed that it would be important to understand the current Web-based
sales processes and systems that already existed in the organization, because they
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would have to be closely integrated with the Digital Music Download system. Two
requirements-gathering techniques proved to be helpful in understanding the cur-
rent systems and processes—document analysis and interviews.

First, the project team collected existing reports (e.g., sales forms, screen
shots of the online sales screens) and system documentation (data models, process
models) that shed light on the as-is system. They were able to gather a good amount
of information about the existing order processes and systems in this way. When
questions arose, they conducted short interviews with the person who provided the
documentation, for clarification.

Next, Jason interviewed the senior analysts for the current sales systems to get
a better understanding of how those systems worked. He asked whether they had
any ideas for the new system, as well as whether there were any integration issues
that would need to be addressed. Jason also interviewed a contact from the ISP and
the IT person who supported Tune Source’s current Web site—both provided infor-
mation about the existing communications infrastructure at Tune Source and its
Web capabilities.

Requirements Definition

Throughout all of these activities, the project team collected information and tried
to identify the business requirements for the system from the information. As the
project progressed, requirements were added to the requirements definition and
grouped by requirements type. When questions arose, they worked with Carly and
Jason to confirm that requirements were in scope. The requirements that fell out-
side of the scope of the current system were typed into a separate document that
would be saved for future use.

At the end of the analysis phase, the requirements definition was distributed
to Carly, two marketing employees who would work with the system on the busi-
ness side, and several retail store managers. This group then met for a two-day JAD
session to clarify, finalize, and prioritize business requirements and to create use
cases (Chapter 4) to show how the system would be used.

The project team also spent time creating process models (Chapter 5) and
data models (Chapter 6) that depicted the processes and data in the future system.
Members of marketing and IT reviewed the documents during interviews with the
project team. Figure 3-14 shows a portion of the final requirements definition.

System Proposal

Jason reviewed the requirements definition and the other deliverables that the pro-
ject team created during the analysis phase. Given Carly’s desire to have the system
in production as soon as possible, Jason decided to timebox the project. He had
originally decided to approach the project in three versions (iterative development,
see Chapter 2), and he is satisfied that this is a good way to structure the project.
The first version, to be operational in the late spring, would implement a basic dig-
ital music download capability that will enable customers to download music on
a fixed price per download basis. The second version, planned to be ready by
midsummer, would incorporate a customer subscription program. The marketing
department has yet to determine its preferred subscription program. It is consider-
ing a low fee, longer-term program or a higher fee, shorter-term program. By the
time the project team is ready to begin version 2, however, the details should be
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Functional Requirements:

1.

Search and Browse

1.1 The system will allow customers to browse music choices by predefined categories.
1.2 The system will allow customers 1o search for music choices by title, artist, and genre.
1.3 The system will allow customers o listen to a short sample of a music selection.

1.4 The system will enable the customer to add music selections to a “favorifes” list.

Purchase

2.1 The system will enable the customer to create a customer account (if desired) that will store customer data and payment
information.

2.2 The system will enable the customer to specify the music choice for download.

2.3 The system will collect and verify payment information. Once payment is verified, the music selection download process will
begin.

Promote

3.1 The system will keep track of the customer’s inferests on the basis of samples selected for listening and will use this information to
promote music selections during future visits fo the Web site.

3.2 Marketing depariment can create promotions and specials on the Web site.

3.3 Based on customer's previous purchases, music choices can be targefed to the customer on future visits to the Web site.
(Customers who like X will also like Y.)

3.4 On the basis of customer interests, custfomers can be nofified of special offers on CDs that can be purchased at the regular Tune
Source Web site or in a Tune Source store.

Nonfunctional Requirements:

1.

Operational

1.1 The digital music database will be constructed to facilitate searches by fitle, artist, and genre.
1.2 The system will run on any Web browser and on in-store kiosks.

1.3 In the event of a failure during a download, the customer will be able to restart the download.

2. Performance
2.1 Download speeds will be monitored and kept at an acceptable level.
3. Security
3.1 Cusfomer information will be secured.
3.2 Payment information will be encrypted and secured.
4. Cultural and political
No special cultural and political requirements are expected.
FIGURE 3-14

Tune Source Requirements Definition

nailed down. The third version, expected to be ready by late summer, will add the
gift card option, entitling the gift card holder to a fixed number of downloads over

a limited time.

Jason reviewed the work plan and made some slight changes. He also con-
ferred with Carly and the marketing department members to review the feasibility
analysis. No major changes were made to it at this point; the project remains highly
feasible overall. All of the deliverables from the project were then combined into a
system proposal and submitted to the approval committee. Figure 3-15 shows the
outline of the Tune Source system proposal. Carly and Jason met with the approval
committee and presented the highlights of what was learned during the analysis
phase and the final concept of the new system. On the basis of the proposal and
presentation, the approval committee decided that it would continue to fund the

Digital Music Download system.




FIGURE 3-15
Outline of the Tune Source
System Proposal
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1. Table of Contents
2. Executive Summary

A summary of all the essential information in the proposal so that a busy executive can read it
quickly and decide what parts of the plan fo read in more depth.

3. System Request

The revised system request form. (See Chapter 1.)
4. Work plan

The original work plan, revised after having complefed the analysis phase. [See Chapter 2.)
5. Feasibility Analysis

A revised feasibility analysis, using the information from the analysis phase. (See Chapter 1.)
6. Requirements Definition

A list of the functional and nonfunctional business requirements for the system (this chapter).
7. Use Cases

A set of use cases that illustrate the basic processes that the system needs to support. (See

Chapter 4.)
8. Process Model

A set of process models and descriptions for the tobe system. (See Chapter 5.) This may include
process models of the current as-is system that will be replaced.

9. Data Model

A set of data models and descriptions for the tobe system. (See Chapter 6.) This may include
data models of the as-is system that will be replaced.

Appendices

These contain additional material relevant to the proposal, often used to support the recom-
mended system. This might include results of a questionnaire survey or interviews, indusiry
reports and sfafisfics, efc.

SUMMARY

Analysis

Analysis focuses on capturing the business requirements for the system. Analysis
identifies the “what” of the system, and it leads directly into the design phase, dur-
ing which the “how” of the system is determined. Many deliverables are created
during the analysis phase, including the requirements definition, use cases, process
models, and a data model. At the end of analysis, all of these deliverables, along
with revised planning and project management deliverables, are combined into a
system proposal and submitted to the approval committee for a decision regarding
whether or not to move ahead with the project.

Requirements Determination

Requirements determination is the part of analysis in which the project team turns
the very high level explanation of the business requirements stated in the system
request into a more precise list of requirements. A requirement is simply a state-
ment of what the system must do or what characteristic it needs to have. Business
requirements describe the “what” of the system, and system requirements describe
“how” the system will be implemented. A functional requirement relates directly to
a process the system has to perform or information it needs to contain. Nonfunc-
tional requirements refer to behavioral properties that the system must have, such
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KEY TERMS

as performance and usability. All of the functional and nonfunctional business
requirements that fit within the scope of the system are written in the requirements
definition, which is used to create other analysis deliverables and leads to the initial
design for the new system.

Requirements Analysis Techniques

The basic process of analysis is divided into three steps: understanding the as-is
system, identifying improvements, and developing requirements for the to-be sys-
tem. Three requirements analysis techniques—business process automation, busi-
ness process improvement, or business process reengineering—help the analyst
lead users through the three (or two) analysis steps so that the vision of the system
can be developed. Business process automation (BPA) means keeping basic busi-
ness operations intact while incorporating computer technology to do some of the
work. Problem analysis and root cause analysis are two popular BPA activities.
Business process improvement (BPI) means making moderate changes to the way
in which the organization operates to take advantage of new opportunities offered
by technology or to copy what competitors are doing. Duration analysis, activity-
based costing, and informal benchmarking are three popular BPI activities. Busi-
ness process reengineering (BPR) means changing the fundamental way in which
the organization operates. Outcome analysis, technology analysis, and activity
elimination are three popular BPR activities.

Requirements-Gathering Techniques

Five techniques can be used to gather the business requirements for the proposed
system: interviews, joint application development, questionnaires, document analy-
sis, and observation. Interviews involve meeting one or more people and asking
them questions. There are five basic steps to the interview process: selecting inter-
viewees, designing interview questions, preparing for the interview, conducting the
interview, and post-interview follow-up. Joint application development (JAD)
allows the project team, users, and management to work together to identify
requirements for the system. Electronic JAD attempts to overcome common prob-
lems associated with groups by using groupware. A questionnaire is a set of writ-
ten questions developed for obtaining information from individuals. Questionnaires
often are used when there is a large number of people from whom information and
opinions are needed. Document analysis entails reviewing the existing documenta-
tion and examining the system itself. It can provide insights into the formal and
informal system. Observation, the act of watching processes being performed, is a
powerful tool for gathering information about the as-is system because it enables
the analyst to see the reality of a situation firsthand.

Activity elimination
Activity-based costing
Analysis

As-is system
Benchmarking
Bottom-up interview
Breadth of analysis

Business process automation (BPA)  Document analysis
Business process improvement (BPI)  Duration analysis

Business process reengineering Electronic JAD (e-JAD)
(BPR) Facilitator

Business requirement Formal system

Closed-ended question Functional requirement

Critical thinking skills Ground rule



Informal benchmarking

Informal system

Interpersonal skill

Interview

Interview notes

Interview report

Interview schedule

Joint application development
(JAD)

Nonfunctional requirements

Observation

Parallelization
Postsession report
Potential business value
Probing question
Problem analysis
Process integration
Project cost
Questionnaire
Requirement
Requirements definition
Requirements determination
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Questions

Root cause analysis
Sample

Scribe

Stakeholder
Structured interview
Symptom

System proposal
System requirement
Technology analysis
To-be system
Top-down interview

Open-ended question
Outcome analysis

Risk
Root cause

QUESTIONS

Unstructured interview
Walk-through

L.

2.
. A system development project may be approached

10. Discuss root cause analysis as a BPA activity. What
are the strengths and limitations of this technique?  22.

11. Compare and contrast duration analysis and activity-
based costing. What role do these activities play in  23.
BPI?

12. In general, what is the purpose of the various 24.

What is the meaning of analysis? What is the pur-
pose of the analysis phase of the SDLC?
What are the key elements of the system proposal?

in one of two ways: as a single, monolithic project in
which all requirements are considered at once or as
a series of smaller projects focusing on smaller sets
of requirements. Which approach seems to be more
successful? Why do you suppose that this is true?
Explain what is meant by a functional requirement.
What are two types of functional requirements?
Give two examples of each.

Explain what is meant by a nonfunctional require-
ment. What are the primary types of nonfunctional
requirements? Give two examples of each.

What is the value of producing a requirements def-
inition and having the project sponsor and key users
review and approve it?

What are the three basic steps of the analysis process?
Is each step performed in every project? Why or why
not?

Three analysis techniques are discussed in this
chapter: BPA, BPI, and BPR. What are the distinc-
tions between these techniques?

Discuss problem analysis as a BPA activity. What
are the strengths and limitations of this technique?

activities that may be performed in BPR (e.g.,

13.

14.

15.

16.

17.

18.

19.

20.

21.

outcome analysis, technology analysis, activity
elimination)?

The analysis technique of BPA, BPI, or BPR is
selected on the basis of several characteristics of the
project. What are these characteristics and how do
they influence the choice of analysis technique?
Discuss the appropriate way to set up and conduct
interviews to gather requirements.

Give an example of a closed-ended question, an
open-ended question, and a probing question.
When would each type of question be used?
“Interviews should always be conducted as struc-
tured interviews.” Do you agree with this state-
ment? Why or why not?

Discuss the considerations that should be made
when determining who to include in interviews
and/or JAD sessions.

Is the primary purpose of requirements determina-
tion to gather facts or to gather opinions? Explain
your answer.

Describe the five major steps in conducting JAD
sessions.

Describe the primary roles involved in JAD ses-
sions. What is the major contribution made by the
person(s) fulfilling each role?

Discuss the reasons that question design for ques-
tionnaires is so difficult.

Why is document analysis useful? What insights
into the organization can it provide?

Outline suggestions to make observation a useful,
reliable information-gathering technique.

Describe a strategy for using the various information-
gathering techniques in a project.
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EXERCISES

A.

Review the Amazon.com Web site. Develop the
requirements definition for the site. Create a list of
functional business requirements that the system
meets. What different kinds of nonfunctional busi-
ness requirements does the system meet? Provide
examples for each kind.

Pretend that you are going to build a new system
that automates or improves the interview process for
the career services department of your school.
Develop a requirements definition for the new system.
Include both functional and nonfunctional system
requirements. Pretend that you will release the sys-
tem in three different versions. Prioritize the require-
ments accordingly.

. Describe in very general terms the as-is business

process for registering for classes at your university.
What BPA technique would you use to identify
improvements? With whom would you use the BPA
technique? What requirements-gathering technique
would help you apply the BPA technique? List some
example improvements that you would expect to
find.

Describe in very general terms the as-is business
process for registering for classes at your university.
What BPI technique would you use to identify
improvements? With whom would you use the BPI
technique? What requirements-gathering technique
would help you apply the BPI technique? List some
example improvements that you would expect to find.

. Describe in very general terms the as-is business

process for registering for classes at your university.
What BPR technique would you use to identify
improvements? With whom would you use the BPR
technique? What requirements-gathering technique
would help you apply the BPR technique? List some
example improvements that you would expect to find.
Suppose that your university is having a dramatic
increase in enrollment and is having difficulty find-
ing enough seats in courses for students so that they
can take courses required for graduation. Perform a
technology analysis to identify new ways to help stu-
dents complete their studies and graduate.

MINICASES

G. Suppose that you are the analyst charged with devel-

oping a new system for the university bookstore
with which students can order books online and have
them delivered to their dorms and off-campus hous-
ing. What requirements-gathering techniques will
you use? Describe in detail how you would apply the
techniques.

. Suppose that you are the analyst charged with

developing a new system to help senior managers
make better strategic decisions. What requirements-
gathering techniques will you use? Describe in
detail how you would apply the techniques.

Find a partner and interview each other about what
tasks you/they did in the last job held (full-time, part-
time, past, or current). If you haven’t worked before,
then assume that your job is being a student. Before
you do this, develop a brief interview plan. After your
partner interviews you, identify the type of interview,
interview approach, and types of questions used.
Find a group of students and run a 60-minute JAD
session on improving alumni relations at your uni-
versity. Develop a brief JAD plan, select two tech-
niques that will help identify improvements, and
then develop an agenda. Conduct the session, using
the agenda, and write your post-session report.

. Find a questionnaire on the Web that has been cre-

ated to capture customer information. Describe the
purpose of the survey, the way questions are worded,
and how the questions have been organized. How
can the questionnaire be improved? How will the
responses be analyzed?

. Develop a questionnaire that will help gather infor-

mation regarding processes at a popular restaurant
or the college cafeteria (e.g., ordering, customer
service). Give the questionnaire to 1015 students,
analyze the responses, and write a brief report that
describes the results.

. Contact the career services department at your uni-

versity and find all the pertinent documents
designed to help students find permanent and/or
part-time jobs. Analyze the documents and write a
brief report.

1. The state firefighters’ association has a membership of

15,000. The purpose of the organization is to provide
some financial support to the families of deceased

member firefighters and to organize a conference each
year bringing together firefighters from all over the
state. Annually, members are billed dues and calls.



“Calls” are additional funds required to take care of
payments made to the families of deceased members.
The bookkeeping work for the association is handled
by the elected treasurer, Bob Smith, although it is
widely known that his wife, Laura, does all of the
work. Bob runs unopposed each year at the election,
since no one wants to take over the tedious and time-
consuming job of tracking memberships. Bob is paid
a stipend of $8000 per year, but his wife spends well
over 20 hours per week on the job. The organization,
however, is not happy with their performance.

A computer system is used to track the billing and
receipt of funds. This system was developed in 1984
by a computer science student and his father. The sys-
tem is a DOS-based system written in dBase 3. The
most immediate problem facing the treasurer and his
wife is the fact that the software package no longer
exists, and there is no one around who knows how to
maintain the system. One query in particular takes
17 hours to run. Over the years, they have just avoided
running this query, although the information in it
would be quite useful. Questions from members con-
cerning their statements cannot easily be answered.
Usually, Bob or Laura just jots down the inquiry and
returns a call with the answer. Sometimes it takes 3 to
5 hours to find the information needed to answer the
question. Often, they have to perform calculations
manually, since the system was not programmed to
handle certain types of queries. When member infor-
mation is entered into the system, each field is pre-
sented one at a time. This makes it very difficult to
return to a field and correct a value that was entered.
Sometimes a new member is entered, but disappears
from the records. The report of membership used in
the conference materials does not alphabetize mem-
bers by city. Only cities are listed in the correct order.

What requirements analysis technique or techniques

would you recommend for this situation? Explain your
answer.
. Brian Callahan, IS project manager, is just about ready
to depart for an urgent meeting called by Joe Camp-
bell, manager of manufacturing operations. A major
BPI project, sponsored by Joe, recently cleared the
approval hurdle, and Brian helped bring the project
through project initiation. Now that the approval com-
mittee has given the go-ahead, Brian has been working
on the project’s analysis plan.

One evening, while playing golf with a friend who
works in the manufacturing operations department,
Brian learned that Joe wants to push the project’s time
frame up from Brian’s original estimate of 13 months.
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Brian’s friend overheard Joe say, “I can’t see why that
IS project team needs to spend all that time ‘analyzing’
things. They’ve got two weeks scheduled just to look at
the existing system! That seems like a real waste. I
want that team to get going on building my system.”

Because Brian has a little inside knowledge about
Joe’s agenda for this meeting, he has been considering
how to handle Joe. What do you suggest that Brian tell
Joe?

. Barry has recently been assigned to a project team that

will be developing a new retail store management sys-
tem for a chain of submarine sandwich shops. Barry
has several years of experience in programming, but
has not done much analysis in his career. He was a lit-
tle nervous about the new work he would be doing, but
was confident that he could handle any assignment he
was given.

One of Barry’s first assignments was to visit one of
the submarine sandwich shops and prepare an obser-
vation report on how the store operates. Barry planned
to arrive at the store around noon, but he chose a store
in an area of town he was unfamiliar with, and due to
traffic delays and difficulty in finding the store, he did
not arrive until 1:30 p.M. The store manager was not
expecting him and refused to let a stranger behind the
counter until Barry had him contact the project spon-
sor (the director of store management) back at com-
pany headquarters to verify who he was and what his
purpose was.

After finally securing permission to observe, Barry
stationed himself prominently in the work area behind
the counter so that he could see everything. The staff
had to maneuver around him as they went about their
tasks; however, there were only occasional minor col-
lisions. Barry noticed that the store staff seemed to be
going about their work very slowly and deliberately,
but he supposed that was because the store wasn’t very
busy. At first, Barry questioned each worker about
what he or she was doing, but the store manager even-
tually asked him not to interrupt their work so much—
he was interfering with their service to the customers.

By 3:30, Barry was a little bored. He decided to
leave, figuring that he could get back to the office and
prepare his report before 5:00 pM. that day. He was
sure that his team leader would be pleased with his
quick completion of his assignment. As he drove, he
reflected, “There really won’t be much to say in this
report. All they do is take the order, make the sand-
wich, collect the payment, and hand over the order. It’s
really simple!” Barry’s confidence in his analytical
skills soared as he anticipated his team leader’s praise.
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Back at the store, the store manager shook his head,

commenting to his staff, “He comes here at the slow-
est time of day on the slowest day of the week. He
never even looked at all the work I was doing in the
back room while he was here—summarizing yester-
day’s sales, checking inventory on hand, making up
resupply orders for the weekend ... plus he never even
considered our store opening and closing procedures.
I hate to think that the new store management system
is going to be built by someone like that. I'd better
contact Chuck (the director of store management) and
let him know what went on here today.” Evaluate
Barry’s conduct of the observation assignment.
Anne has been given the task of conducting a survey of
sales clerks who will be using a new order entry system
being developed for a household products catalog com-
pany. The goal of the survey is to identify the clerks’
opinions on the strengths and weaknesses of the current
system. There are about 50 clerks who work in three
different cities, so a survey seemed like an ideal way of
gathering the needed information from the clerks.

Anne developed the questionnaire carefully and
pretested it on several sales supervisors who were
available at corporate headquarters. After revising it
according to their suggestions, she sent a paper ver-
sion of the questionnaire to each clerk, asking that it
be returned within one week. After one week, she had
only three completed questionnaires returned. After
another week, Anne received just two more completed
questionnaires. Feeling somewhat desperate, Anne
then sent out an e-mail version of the questionnaire,
again to all the clerks, asking them to respond to the
questionnaire by e-mail as soon as possible. She
received two e-mail questionnaires and three mes-
sages from clerks who had completed the paper ver-
sion expressing annoyance at being bothered with the
same questionnaire a second time. At this point, Anne
has just a 14% response rate, which she is sure will not
please her team leader. What suggestions do you have
that could have improved Anne’s response rate to the
questionnaire?
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se cases describe in more detail the key elements of the requirements definition.

They explain the process by which the system will meet the functional require-
ments defined in the previous chapter. The use cases are then used to build a process
model, which defines the business processes in a more formal manner.
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m Understand the role of use cases.
m Understand the process used to create use cases.
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INTRODUCTION

The previous chapter discussed the process of requirements determination resulting
in the requirements definition. The requirements definition defines what the system
is to do. In this chapter, we discuss how these requirements are further refined into
a set of use cases that provide more detail on the processes by which the system is
to meet these requirements and the data the system needs to capture and store. Gen-
erally, each use case describes one or more system requirements. Once the use cases
have been developed, the next steps are to use the requirements definition and the
use cases to create even more detailed descriptions of the processes and data in the
form of a process model and a data model for the new system.

A use case is a formal way of representing how a business system interacts
with its environment. A use case illustrates the activities that are performed by the
users of the system. As such, use case modeling is often thought of as an external
or functional view of a business process, showing how the users view the process
rather than the internal mechanisms by which the process and supporting mecha-
nisms operate.

Use cases are a relatively new technique. For many years, systems analysts
simply sat down with users and began drawing process and data models. However,
users often found it difficult to learn the process and data modeling languages used
by the analysts. In recent years, many organizations have begun employing the use
case approach, in which the analysts first work with the users to create simple text
descriptions of complex processes and then later apply these to build formal
models. Since use cases describe the system’s activities from the user’s perspec-
tive in words, user involvement is essential in their development. Therefore, creat-
ing use cases helps ensure that users’ insights are explicitly incorporated into the
new system.

For complex processes, the approach of developing use cases first and
process models second comes from two different parts of the systems analysis
and design community, and thus there are two different views on how best to cre-
ate the use cases. Organizations applying traditional techniques have begun to use
what they call business scenarios to describe processes, while organizations
applying object-oriented techniques (see Chapter 14) have begun to use what they
call use cases. At present, there are no formal standards for either business sce-
narios or use cases, so we have tried to incorporate what we believe are the best
elements of both approaches. We have adopted the term use case rather than busi-
ness scenario because use case is gradually becoming more popular.! The use
case approach is the same whether the project team is defining the as-is model or
the to-be model, but obviously, the focus is different; the as-is model focuses on
current business processes, whereas the to-be model focuses on desired business
processes.

In this chapter, we first explain how to read use cases and describe their basic
elements. Then we describe the process applied to build use cases.

! As you will see in Chapter 14, object-oriented techniques take the text-based use cases we describe in this
chapter and create use case diagrams before moving to modeling structure and behavior (similar to the data
and process models we describe in the next chapters). Use case diagrams are described in Chapter 14. We
focus only on the text descriptions of the use cases in this chapter. For a more detailed description of business
scenarios, see Karen McGraw and Karen Harbison, User-Centered Requirements: The Scenario-Based Engi-
neering Process, Mahwah, NJ: Lawrence Erlbaum Associates, 1997. For a more detailed description of use
cases, see 1. Jacobson, M. Christerson, P. Jonsson, and G. Overgaard, Object-Oriented Software Engineering:
A Use Case Driven Approach, Reading, MA: Addison-Wesley, 1992.
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USE CASES

A use case depicts a set of activities performed to produce some output result. Each
use case describes how an external user triggers an event to which the system must
respond. For example, in a video store system, a customer might rent a video or
return a video, or a video might become overdue. The acts of renting or returning
videos and the passage of time are all events triggering a set of activities the system
must perform. With this type of event-driven modeling, everything in the system
can be thought of as a response to some trigger event. When there are no events, the
system is at rest, patiently waiting for the next event to trigger it. When a trigger
event occurs, the system (and the people using it) responds, performs the actions
defined in the use case, and then returns to the waiting state.

In some situations, the process may be “small,” such as the actions that are per-
formed when a video is rented in the previous example. In more complex systems
(such as the Tune Source example in this book), a use case may require several distinct
activities, some of which are performed each time the use case is activated and some
of which are performed only occasionally (e.g., consider the return of a rented video,
which very rarely will be returned with damage). Simple use cases may have only one
path through them, while complex use cases may have several possible paths.

We create use cases only when they are likely to help us better understand the
situation and help simplify the modeling steps that follow. For very simple
processes that are well explained in the requirements definition, we often do not
bother to create a use case, but simply use the information in the requirements def-
inition itself to build the process and data models.

It is important to create use cases whenever we are reengineering processes or
making any changes to business processes that will significantly alter the way peo-
ple work. Remember that the use case describes what the system will do from the
user’s perspective. Therefore, it is critical to involve the user in the creation of the
use case so that the user understands the activities planned for the new system.
Also, the user helps to ensure that no essential steps or tasks are omitted from the
use case and that rare, special circumstances are included.

Creation of use cases is often done as a part of interview sessions with users and
as a part of JAD sessions. Gathering the information needed for use cases is a relatively
straightforward process—as we will see, use cases are fairly simple to understand and
interpret. It does take considerable practice to create a meaningful and complete use
case. Users work closely with the project team to create the use cases. In some instances,
after some practice, experienced users are able to write the use cases themselves.

Elements of a Use Case

A use case contains a fairly complete description of all the activities that occur in
response to a trigger event. To illustrate the components of a use case, we have cre-
ated a sample describing a situation with which you are probably familiar, that of buy-
ing items at the supermarket. Refer to Figure 4-1 as we describe the sections of a use
case. While there are numerous pieces of information in the use case, the information
is organized into three main parts: basic information, inputs and outputs, and details.

Basic Information Each use case has a name and number. The name should be as
simple, yet descriptive, as possible. The number is simply a sequential number that
serves to reference each use case (e.g., use case 3). The description provides a bit
more information about the use case’s purpose.
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Use case name: Customer Checkout ‘ D: ' ‘ Importance level: _High

Primary actor: Customer

Short description: This use case describes how customers check out and purchase the items they have selected.

Trigger: Customer arrives at checkout lane with items to purchase

Type: / Temporal

Major Inputs Major Outputs

Description Source Description Destination
Item UPC Customer Total due Customer

Item details Item data store Purchase receipt Customer
Payment details Customer Sales transaction Sales data store
Payment validation Clearinghouse Sold item details Sold inventory
Payment authorization Customer data store
Major Steps Performed Information for Steps

1. Determine total due
1.1 Do for all items in cart | — Item UPC
1.1.1 Use UPC to find item price, description, — |
\
and tax status
1.1.2 Accumulate order cost subtotal
1.1.3 Add item UPC to items purchased list
End loop
1.2 Calculate sales tax |y Total due

1.3 Dis‘play total duT e

Subtotal due, Items
Sales tax  purchased

— ltem price, description, tax status

2. Process payment

2.1 If cash payment, calculate change and print«—————— Payment amount & type

recei

2.2 If check, validate and print receipt < Payment validation
2.3 If debit card, validate, authenticate customer

with PIN, and print receipt ]

2.4 If credit card, validate, get customer «———— |

authorization with signature, and print receipt ————» Purchase receipt

— Payment authorization

Sales
transaction

3. Record sales transaction » Purchase and payment detail
Items
purchased
4. Record sold inventory items » UPC and item quantity sold
FIGURE 4-1

Supermarket Checkout Use Case



Use Coses 147

The importance level may be assigned to indicate the relative significance of
the use case in the overall system. Some use cases will describe essential activities
that the system must perform and hence will have a high importance level. Other
use cases may describe activities that are less critical, having medium or low impor-
tance. Classifying the importance level is useful when a RAD methodology is used
so that the most essential system features can be targeted first.

The primary actor refers to the external user that triggers the event to which
the system responds. Often, the primary actor or external user will be someone
external to the system, such as a customer or library patron. The primary actor does
not always refer to a person or a role, however. A primary actor may also be an
organization, another information system, or a device such as an alarm or sensor.

Another element of basic information is the trigger for the use case—the
event that causes the use case to begin. A trigger can be an external trigger, such as
a customer placing an order or the fire alarm ringing, or it can be temporal trigger,
such as a video overdue at the video store or time to pay the rent.

Use cases are written from the bird’s eye view of the system users. The use case
in Figure 4-1, for example, is written from the perspective of an independent observer
of the actions performed when the primary actor (the customer) triggers the event.

In our sample, the customer checkout use case is given an ID number of 1,
has high importance, and describes the way that the customer checkout process is
handled. The primary actor who triggers this external event is the customer, who
arrives at the checkout lane with items to purchase.

Inputs and Outputs The second major part of a use case is the set of major inputs
and outputs. Each of the major inputs and outputs to the use case are described,
along with their source or destination. These are all possible inputs and outputs, not
just those that always or usually are part of the use case. The goal is to include every-
one, but it is common for users and analysts to miss inputs and outputs when they
first define use cases. This is not a major problem, because the process of building
use cases is one of gradual refinement: As users and analysts work through the parts
of the use case, they often return to previous parts to correct them.

In Figure 4-1, we see that in the input area, the customer provides the items
to purchase as represented by the item UPC (Universal Product Code). The infor-
mation that describes the item is important, not the physical item itself. Details
about the item such as its description, price, and whether it is subject to sales tax
are obtained from stored data—commonly, a database (referred to generically as a
“data store”). The customer provides the payment and authorizes the payment if
required. Electronic payments are validated through a generic clearinghouse. In the
output area, we see that the customer is informed of the total due for the purchase
and is provided a receipt. A sales transaction is written to a sales data store, and all
items purchased are recorded in a sold inventory data store.

Details The third major part of a use case is the description of the major steps that
are performed to execute the response to the event, the inputs used for the steps, and
the outputs produced by the steps. These steps are the activities performed during
the use case, such as processing all items in the cart, accepting payment, and
recording sales and inventory data. The steps are listed in the order in which they
are performed. Any conditional steps (for example, the various payment types) and
any repeated steps (for example, the repetitive process for all items in the shopping
cart) are clearly noted.
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Building Use Cases

Use cases can be used for both the as-is and the to-be systems; as-is use cases focus
on the current system, whereas to-be use cases focus on the desired new system.
When used for the to-be system, it is fairly common for the use cases to identify
additional requirements that were not completely specified in the requirements def-
inition. This, in fact, is one of the reasons use cases are important. After the use
cases have been built, analysts often return to the requirements definition and revise
it according to their improved understanding of the system.

The most common ways to gather information for the use cases are through
the same requirement determination techniques discussed in the last chapter, espe-
cially interviews and JAD sessions. Observation also is sometimes used for as-is
use cases. Regardless of whether interviews or JAD sessions are used, research
shows that some ways to gather the information for use cases are better than others.
The most effective process has four steps.? (See Figure 4-2.) These four steps are
performed in order, but, of course, the analyst often cycles among them in an iter-
ative fashion as he or she moves from use case to use case.

Activities Typical Questions Asked®
1. dentify the use cases. Start a use case report form for each use case Ask who, what, when, and where about the use
by filling in the name, description, trigger, and cases (or tasks) and their inputs and outputs
the easily identified major inputs and outputs. (e.g., forms and reports).
If there are more than nine use cases, What are the maijor tasks that are performed?
group them into packages. What triggers this taske What fells you fo

perform this task@

What information/forms/reports do you need to
perform this fask?

Who gives you these information/forms/reportse

What information/forms/report does this produce
and where do they go?

2. Identify the major steps  For each use case, fill in the major steps needed Ask how about each use case.
within each use case.  fo process the inputs and produce the outputs. How do you produce this report2

How do you change the information on the reporte

How do you process formse

What fools do you use to do this step (e.g., paper,
e-mail, phone)?

3. Identify elements For each step, identify ifs friggers and ifs inputs Ask how about each step.
within sfeps. and outputs. How does the person know when to perform this
step®

What forms/reports/data does this step produce?
What forms /reports/data does this step need?
What happens when this form/report/data is not

available?
4. Confirm the use case. For each use case, validate that it is correct Ask the user to execute the process, using the written
and complefe. steps in the use case—that is, have the user

role-play the use case.
play

9 \We have used the typical questions for the asis model [e.g., “What are the...”). These same questions can be used for the to-be model, but they would be
phrased in the future tense [e.g., “What should be the...").

FIGURE 4-2

Steps for Writing for Use Cases
2 The approach in this section is based on the work of George Marakas and Joyce Elam, “Semantic Structuring
in Analyst Acquisition and Representation of Facts in Requirements Analysis,” Information Systems Research,
1998, 9(1), 37-63, as well as our own: Alan Dennis, Glenda Hayes, and Robert Daniels, “Business Process Mod-
eling with Group Support Systems,” Journal of Management Information Systems, 1999, 15(4): 115-142.
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Identify the Major Use Cases As stated previously, use cases document one or
more functional requirements outlined in the requirements definition. Therefore,
identification of use cases begins with the requirements definition. The process-
oriented functional requirements—things the system must do—suggest a direct
action resulting from an external or temporal event. The information-oriented func-
tional requirements—content the system must have—suggest things that happen
involving information or time triggers to collect or produce information. Let’s begin
an example of building use cases by revisiting the Holiday Travel Vehicles scenario.
We have already seen a requirements definition for this situation (Figure 3-3). How
was this information obtained? Figure 4-3 contains a transcript of an initial inter-
view between Hal, the owner of Holiday Travel Vehicles, and Sarah, a systems ana-
lyst who is working on a project to provide an improved information system for the
dealership. This interview took place early in the project when Sarah was just get-
ting familiar with the organization, and basically focuses on the as-is system. Take
a moment and read the transcript now.

This interview gave Sarah quite a bit of information about the way the deal-
ership operates. Following the meeting with Hal, Sarah began to draft the functional
requirements section of the requirements definition shown in Figure 3-3. As she
worked on this document, she also began to make a list of the major events that
occur in the typical operations of Holiday Travel Vehicles and the responses made
to the events. The events that Sarah listed encompass most of the requirements
shown in Figure 3-3. The responses document the final result of the activities
performed when the event occurs. Before looking at Sarah’s event-response list in
Figure 4-4, see if you can generate your own list of events and responses from the
interview transcript in Figure 4-3.

Sarah studied the event-response list and decided that three of the events
deserved to be expanded upon by using the use case format (events 3, 4, and 5). The
other events (1, 2, and 6) seemed straightforward enough to go directly to process
modeling and data modeling.

After the use cases are identified, the top parts of the use case form should be
filled in with name, ID, primary actor, short description, and trigger—it may be too
early to assign the importance level of the use case. The goal is to develop a set of
major use cases with the major information about each, rather than jumping into
one use case and describing it completely. This prevents the users and analysts from
forgetting key use cases and helps the users explain the overall set of business
processes that they are responsible for. It also helps users understand how to
describe the use cases and reduces the chance of overlap between use cases. In this
step, the analysts and users identify a set of major use cases that could benefit from
additional definition beyond the requirements definition.

Identifying use cases is an iterative process, with users often changing their
minds about what a use case is and what it includes. It is very easy to get trapped
in the details at this point, so you need to remember that the goal at this step is
to just identify the major use cases. For example, in the list of events shown in
Figure 4-4, we have defined one event as “Customer makes an offer.” This event
includes offers from customers who have trade-in vehicles as well as those who
don’t have trade-in vehicles. We could describe these two situations as separate
use cases, but this would create a larger set of smaller use cases. Therefore, these
two possible variations of the event will be combined into a single use case. The
trick is to select the right size so that you end up with the major use cases that
need additional explanation beyond the requirements definition. Remember that
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Interview transcript: Sarah (systems analyst) and Hal (owner, Holiday

Sarah:

Hal:

Sarah:
Hal:

Sarah:
Hal:
Sarah:
Hal:

Sarah:

Hal:

Sarah:
Hal:

Sarah:

Hal:

Travel Vehicles)

Hal, the purpose of our discussion today is for you to give me an overview of your business.
As you know, | head up a team that will be helping to develop plans for new information
systems for your business. Inificlly, | am interested in learning about the major acfivities that
are performed here as you go about your daily business. Later, I'll be asking more defailed
quesfions about these activifies.

Sounds good to me, Sarah. | know the recreational vehicle business pretty well, having
taken over this business from my uncle over 15 years ago. lef's see ... well, things begin
with our placing orders for new recreational vehicles and travel trailers with our five main
suppliers. We try fo keep a good balance of sizes, prices, and styles of RVs and trailers
on hand. We keep our inventory fairly low during the winter, of course. Our peak selling
seasons are spring and fall. After we place our orders, our suppliers send us the vehicles
we've requested. When a vehicle that we've ordered arrives, we check it info our records
by recording its VIN number, model, name, year, manufacturer, date of arrival, and invoice
cost. We have a new vehicle form that we fill out with all of this information, and we keep
these forms in a file cabinet in our main office.

Of course, the main activity of this business is selling those vehicles. We have a sfaff of
knowledgeable salespeople who are here fo determine our customers’ needs and wants
and find a vehicle or trailer that will fill the bill.

Do you record any information about a customer while he’s looking af vehiclese

No, nothing gets written down until the customer has decided on the vehicle he wanfs to
buy. Then the salesperson and the customer fill out the offer form. This is pretty informal,
but it does include the customer’s name, the vehicle he wants to buy, the offer he is
making, and a value for the trade-in vehicle if there is one.

Who provides the trade-in value?
The salesperson goes to our used vehicle manager for that.
Okay. Then what is done with the offer form?

Basically, the form contains all the details that | need to decide whether to accept the
offer or not. The salesman brings the offer form in to me, and then I'll look up the new
vehicle form if necessary to remind me of the vehicle’s base cost. If there's a trade-in
listed, then I'll check our Green Book that gives value estimates for older RVs and trailers
to see if the frade-in value listed is reasonable. If | agree to all the terms, then I'll sign
the offer form and give it back to the salesperson. If | don't agree to everything, then |
tell the salesperson what | want changed, and he goes back to the customer fo continue
the negotiation.

So then, does the salesperson make out a new offer form or does he just change the
original one?

He usually writes out a new one if the customer agrees to modify his offer. It's less confus-
ing that way.

What happens 1o the original offer form?

It just gets torn up and thrown away. We don't want it floating around and someone acci-
dentally finds out the details of a customer’s offer.

What if the customer doesn’t want to change his offer?2 Does the form just gef thrown
away then, too?

No, in that case the salesperson usually keeps the offer form in his own customer file. That
way, he has a record of the customer’s offer and he can use that down the road when he
follows up with the customer and fries to persuade him fo submit another offer.

FIGURE 4-3
Holiday Travel Vehicles Inferview Transcript




Use Coses 151

Sarah: So, lef's say the customer finally gets his offer accepted. Then what happens?

Hal:  Well, things get a lot more formal now. Once the offer is accepted, the salesperson fills
out a sales contract. This sales contract form contains full customer information, a complete
description of the purchase vehicle, complete details of the trade-in vehicle and trade-in
allowance, and a full description of any declerinstalled options. Then we list ...

Sarah: (inferrupting): Sorry, Hal, but that's the first time I've heard you mention dealerinstalled
opfions. Tell me about them.

Hal: Oh, right, | kind of skipped that, didn't 12 Well, we sell base-model vehicles only. If cus-
tomers want them fancied-up with extras and options, we can add them, for a price, of
course! Any options that the customer wants should have been listed on the offer forms |
mentioned earlier.

Sarah:  Okay. So lef's go back to when | interrupted. The sales contract is filled out with customer
information, purchased vehicle information, trade-in information, dealerinstalled options ...
anything else?

Hal:  Just the final negotiated price, taxes, and license fees, and the amount of the required cus-
tomer deposit. Once we've received the deposit check, we setile on a delivery date that
gives us the time we need fo insfall the opfions, and then all parties sign the purchase
contract, and we have ourselves a deal. Oh, and we make sure we list the salesperson’s
name so he can get his commission on the sale later.

Sarah:  What happens then?

Hal:  Well, the customer typically goes off to arrange financing for the balance due on the pur-
chase. We don't provide financing ourselves in-house. If the customer needs help with that,
we have a couple of local banks we direct him to that are interested in that kind of business.

We pull the new vehicle form out of our files and staple it o a new form we call the
vehicle purchase record. The vehicle purchase record is kind of a summary of the main
points of the purchase: the customer info, the vehicle info, the options added, and the final
price info. These forms go into our files, ordered by customer, so we have a record of every
customer’s vehicle purchase. At this point, we also write up a work order for the shop that
lists all the work that needs to be done to get the vehicle ready for delivery to the customer.

Sarah:  So, when it's time for a customer to take delivery on the vehicle, what happens?

Hal:  The customer comes in with the money needed fo finalize the sale and the frade-in vehicle,
if there is one. We go through the new vehicle with him and make sure it is satisfactory.
We then collect his money, get a final signature from him, and give him a copy of the
sales confract form. He gefs the keys and is on his way! We then staple the last copy of
the sales contract with the vehicle purchase record, and it gets filed by customer name.

Sarah: What about the trade-in vehicle?

Hal:  We fill out a form called the used vehicle form that describes the vehicle and the trade-in
value. This is kind of like the new vehicle form we fill out when our new vehicles arrive in
inventory. This gives the information we need on the trade-in so we know how we should
price it. If it needs any work, we prepare a shop work order, the work gets done, and the
vehicle is put on the lot.

Sarah: s there anything else you can think of that's written down or recorded in these processes
you've described?

Hal: ~ Once the customer takes final delivery, we use a sales ledger to record the actual sale and
the tax and license fees we've collected. Our bookkeeper needs that. Sarah, it looks like
they need me on the sales floor. Can we talk again later?

Sarah: Sure, Hal. let me absorb everything you've fold me today and I'll get back in touch. This
has been a great start. Thanks!

FIGURE 4-3 (continued)
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FIGURE 4-4
Sample Event-Response List

1) New vehicles are needed for inventory. Purchase order is placed with vehicle manufacturer.

2) New vehicles arrive from manufacturer. Vehicle information is recorded on new vehicle
record.

3) Customer makes an offer on a new vehicle. Details of offer are recorded and presented to

owner for acceptance decision.

4] Customer offer is accepted. Details of accepted offer are recorded on a
sales contract, and cusfomer provides a deposit.

5) Customer takes delivery on new vehicle. Cusfomer pays for vehicle once offer is
accepted, takes possession of the vehicle, and
turns in trade-in. Details of the entire purchase
are saved.

6] Trade-in is added to used vehicle inventory. Used vehicle information is recorded on used
vehicle form.

a use case is a set of end-to-end activities that starts with a trigger event and con-
tinues through many possible paths until some output has been produced and the
system is again at rest.

If the project team discovers more than eight or nine major use cases, this sug-
gests that the system is complex (or that the use cases are not defined at the right
level of detail). If there really are more than eight or nine major use cases, the use
cases are grouped together into packages of related use cases. For example, if we
were to do a more thorough study of a recreational vehicle dealership, we would
likely find more than the six events discussed in our example. The events leading to
uses cases could be grouped logically together in packages, such as all use cases for
inventory, all use cases for sales, all use cases for the shop, etc. These packages are
then treated as the major processes for the top level of the process model, with the
use cases appearing on lower levels, or are treated as separate systems and modeled
as separate systems. (Process modeling will be described in the next chapter.)

Once the use cases have been identified, the users and analysts complete the
second principle part of the use case: inputs and outputs (also called data flows),
the major pieces of information that the use case needs or produces. Some use cases
require physical inputs or produce physical outputs (e.g., a repair car use case
would have a broken car as an input and a repaired car as an output). Since the use
case is used to build an information system, information describing physical inputs
and outputs is included, but the physical items themselves are not.

At this point, the analysts are not concerned with defining all the inputs
and outputs—just the major ones that come to mind quickly. In later steps, they
will return to this list to ensure that every single input and output is identified.
However, it is important to understand and define acronyms and jargon so that
the project team and others from outside the user group can clearly understand
the use case. Typical questions asked by the analysts in this step are given in Fig-
ure 4-2. Figure 4-5 shows the Holiday Travel Vehicles use cases with the inputs
and outputs section partially completed.

Identify the Major Steps for Each Use Case At this point, the use cases and major
inputs and outputs have been defined. In short, you have filled in the top two parts
of the use case (basic information, and inputs and outputs). The next step is to



FIGURE 4-5
Sample Use Cases with Inputs
and Qutputs

Use case name: Create an Offer

(o
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‘ Importance level: _High

Primary actor: Customer

Short description: This use case describes the process of handling customer offers.

Trigger: Customer decides to make an offer on a vehicle.

Type: / Temporal

Major Inputs Major Outputs
Description Source Description Destination
Customer name Customer Signed offer form Accepted offer
Offer price Customer use case
New vehicle info New vehicle Rejected offer Salesperson's

record personal file
Dealer options Customer
Trade-in-value Used vehicle

manager

Trade-in-value estimates Green book

Use case name:  Accepted Offer

(oo

‘ Importance level: _High

Primary actor: Accepted offer use case

Short description: This use case describes how an accepted offer is handled.

Trigger: Customer's offer on a vehicle is accepted by dealership owner.

Type: / Temporal

Major Inputs Major Outputs

Description Source Description Destination

Signed offer Create offer Deposit check Bookkeeper
use case Completed sales contract Take delivery

Customer info Customer use case

Deposit check Customer

Use case name: Customer Takes Delivery ‘ D: _5 ‘ Importance level: _High

Primary actor: Customer

Short description: This use case describes how the sales trar is finalized and the ct takes delivery of the vehicle.

Trigger: When vehicle is ready, customer brings final payment and takes possession of vehicle.

Type: / Temporal

Major Inputs Major Outputs

Description Source Description Destination

Completed sales contract Accepted offer | Final sales contract Customer
use case

Payment Customer

Trade-in Customer
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complete the third part: the detailed information. The users and analysts go back
through the use cases to fill in the three to nine major steps within each use case.
The steps focus on what an independent observer would see the system do in
response to the event. In general, the steps should be listed in the order in which
they are performed, from first to last, but there also may be steps that are performed
only occasionally, have no formal sequence in which they are done, or loop back
and forth. The order of steps implies a sequence, but does not require it. It is fine to
list steps that have no sequence in any order you like, but if there is a sequence, you
should list the steps in that way.

Each step should be about the same size as the others. For example, if we were
writing steps for preparing a meal, steps such as “Take fork out of drawer” and “Put
fork on table” are much smaller than “Prepare cake, using mix.” If you end up with
more than nine steps or steps that vary greatly in size, you must go back and adjust
the steps. Recognizing the size of the steps takes practice, but will become natural
in time.

One good approach to producing the steps for a use case is to have the users
visualize themselves actually performing the use case and write down the steps as
if they were writing a recipe for a cookbook. In most cases, the users will be able
to quickly define what they do in as-is use cases. Defining the steps for to-be use
cases may take a bit more coaching. In our experience, the descriptions of the steps
change greatly as the users work through a use case. Our advice is to use a black-
board or whiteboard that easily can be erased (or paper with pencil) to develop the
list of steps. Once the set of steps is fairly well defined, only then do you write it on
the use case form. Use cases for Holiday Travel Vehicles with the major steps com-
pleted are shown in Figure 4-6.

Occasionally, a use case is so simple that further refinement is not needed.
The analyst simply writes a brief description and does not bother to develop the
steps within the use case. The information at the top of the use case form is suffi-
cient, because the use case need not be explained in more detail. Some of the use
cases presented in the exercises at the end of this chapter are simple enough that
they do not need information beyond what is at the top of the use case form.

Identify Elements within Steps At this point, the steps have been described, but not
the elements that further define and link the steps. In other words, the use case form
in Figure 4-6 requires further elaboration before it is complete. The last column
(“Information for Steps”) must be completed and arrows may be drawn between
steps. We must delve more deeply into the steps within the use case to understand and
describe their inputs and outputs. Each step should have at least one input and at least
one output. See Figure 4-7 for the completed Holiday Travel Vehicles use cases.

The goal at this point is to identify the major inputs and outputs for each step.
One could identify the inputs and outputs in great detail, but this would make it dif-
ficult to list them concisely at the top of the form. The solution is to identify details
within the description of the steps, but to provide only general categories at the top
of the use case form. For example, if a step needs the customer name, address, and
phone number, we might note these in the step description but list only “customer
information” as the major input at the top of the form. In Figure 4-7, for example,
we list “customer info” at the top of the form but mention “name, address, and
phone number” in step 1.

The users and analysts now return to the steps in the use case and begin link-
ing the steps together. Typically, this means asking what inputs (e.g., information,



FIGURE 4-6
Sample Use Cases with
Major Steps Added

Use case name: Create an Offer

‘ ID: _3 ‘ Importance level: _High

Primary actor: Customer

Short description: This use case describes the process of handling customer offers.

Trigger: Customer decides to make an offer on a vehicle.

Type: / Temporal

Major Inputs Major Outputs
Description Source Description Destination
Customer name Customer Signed offer form Accepted offer
Offer price Customer Use case
New vehicle info New vehicle Rejected offer Salesperson's
record personal file
Dealer options Customer
Trade-in-value Used vehicle
manager
Trade-in-value estimates Green book

Major Steps Performed:

1) Record details of offer.
If trade-in, get trade-in value.

2) Management reviews offer.

3) If offer accepted, perform accepted offer
use case.

4) If customer wants to continue negotiation,
discard rejected offer and repeat steps 1 & 2.

Use case name: Accepted Offer

Information for Steps:

(o

‘ Importance level: _High

Primary actor: Accepted offer use case

Short description: This use case describes how an accepted offer is handled.

Trigger: Customer's offer on a vehicle is accepted by dealership owner.

Type: / Temporal

Major Inputs Major Outputs

Description Source Description Destination

Signed offer Create offer Deposit check Bookkeeper
use case Completed sales contract Take delivery

Customer info Customer use case

Deposit check Customer

Major Steps Performed:

1) Record sales details on sales contract.

2) Accept customer deposit and determine
delivery date.

3) Prepare shop work order to prepare
vehicle and install any dealer options.

Use case name: Customer Takes Delivery

Information for Steps:

ID:

Importance level: _High

Primary actor: Customer

Short description: This use case describes how the sales transaction is finalized and the customer takes delivery of the vehicle.

Trigger: When vehicle is ready, customer brings final payment and takes possession of vehicle.

Type: / Temporal

Major Inputs Major Outputs

Description Source Description Destination

Completed sales contract Accepted offer | Final sales contract Customer
use case

Payment. Customer

Trade-in Customer

Major Steps Performed

1) Customer inspects vehicle,
If OK, customer signs sales contract.
Otherwise, exit use case.

2) Payment is collected.

3) Record sales transaction details.

4) If trade-in, perform accept trade-in use
case.

Information for Steps

Use Cases

155
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FIGURE 4-7

Sample Use Cases with Information

for Steps Added

Use case name: Create an Offer

[ o2 |

Importance level: _High

Primary actor: Customer

Short description: This use case describes the process of handling customer offers.

Trigger: Customer decides to make an offer on a vehicle.

Type: / Temporal

Major Inputs Major Outputs
Description Source Description Destination
Customer name Customer Signed offer form Accepted offer
Offer price Customer use case
New vehicle info New vehicle Rejected offer Salesperson's
record personal file
Dealer options Customer
Trade-in-value Used vehicle
manager
Trade-in-value estimates Green book

Major Steps Performed:

Information for Steps:

1) Record details of offer. Customer name
If trade-in, get tmde»inN New vehicle description

Dealer options
Offer Offer price

[~ Trade-in value

2) Management reviews offer.
/ \ New vehicle record
Rejected Accepted (signed)

offer offer

book

3) Perform accepted offer use case. —_— |
[—> Signed offer

4) If wants to
discard rejected offer and repeat steps 1 & 2.

Otherwise, store offer in salesperson's

personal file. o Rejected offer

Use case name: Accepted Offer

[ os |

Trade-in value estimates, green

Importance level: _High

Primary actor: Accepted offer use case

Short description: This use case describes how an accepted offer is handled.

Trigger: Customer's offer on a vehicle is accepted by dealership owner.

Type: / Temporal

Major Inputs: Major Outputs:

Description Source Description Destination

Signed offer Create offer Deposit check Bookkeeper
use case Completed sales contract Take delivery

Customer info Customer use case

Deposit check Customer Shop work order Shop

Delivery date Shop manager Completed sales contract Customer

Customer acceptance C Completed sales Pending sales

Major Steps Performed

1) Record sales details on sales contract. «+——w—_ |

Sales contract

2) Accept customer deposit and determine +—————————————

delivery date. \ ‘Q
[\

Completed Deposit
sales contract. check —

3) Prepare shop work order to prepare

Completed
sales contract

4) Store leted sales

Information for Steps

Signed offer

t— Deposit check
— Promised delivery date
[— Customer acceptance

[—* Recorded deposit check

vehicle and install any dealer options. > Shop work order

{—» Completed sales contract

p

Completed sales

Customer name, address, phone number
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Use case name: Customer Takes Delivery ‘ ID: _5 ‘ Importance level: _High

Primary actor: Customer

Short description: This use case describes how the sales transaction is finalized and the customer takes delivery of the vehicle.

Trigger: When vehicle is ready, customer brings final payment and takes possession of vehicle.

Type: / Temporal

Major Inputs

Major Outputs

Description Source Description Destination
Completed sales contract Pending sales Final sales contract Customer
Payment Customer Completed sales contract Pending sales
Trade-in Customer Recorded payment Bookkeeper
Customer acceptance Customer Sold vehicle record Sold vehicle file
New vehicle record New vehicle file Trade-in details Accept trade-in
use case
Major Steps Performed Information for Steps
1) Customer inspects vehicle. Completed sales contract
If OK, customer signs sales contract. < Customer acceptance
Otherwise, exit use case. \
—> Completed sales contract

Signed sales
contract

2) Payment is collected.+

Final sales
contract

Customer payment

\\» Recorded payment

— Final sales contract

- New vehicle record
3) Record sales transaction details.

\

— Sold vehicle record

4) If trade-in, perform accept trade-in use < Trade-in description

case.

— Trade-in details

FIGURE 4-7 (continved)

forms, reports) are used by each step and what outputs it produces. These are
written in the last column on the use case form, with an arrow pointing into or out
of'a step (see Figure 4-7). Sometimes, forms, reports, and information will flow from
one step to the next to the next; these are shown by arrows pointing from step to step.

Notice that these are some inputs and outputs in Figure 4-7 that were omit-
ted from Figures 4-5 and 4-6. It is common at this point for users to discover that
they forgot to list some major inputs and outputs during their first time through
the use case. Sometimes users realize that they have forgotten entire steps in the
description. These previously omitted inputs, outputs, and steps are simply added
to the use case. Our experience has shown that users can forget to include seldom-
used activities that occur in special cases (e.g., when data is not available or when
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something unexpected occurs), so it is useful to review the steps carefully to
make sure that nothing has been omitted. Compare the use cases in Figures 4-6
and 4-7 and note the way additional details have been added as the use cases are
gradually refined.

Confirm the Use Case The final step is for the users to confirm that the use case is
correct as written. Review the use case with the users to make sure that each step
and each input and output are correct and that the final result of the use case is con-
sistent with the final result in the event-action list. The most powerful approach is
to ask the user to role-play, or execute the use case by using the written steps in the
use case. The analyst will hand the user pieces of paper labeled as the major inputs
to the use case. The user follows the written steps like a recipe to make sure that
those steps and inputs really can produce the outputs and final result defined for the
use case.

APPLYING THE CONCEPTS AT TUNE SOURCE

Identifying the Major Use Cases

The first step in creating the use cases is to identify the major use cases according
to the requirements definition, which was developed in the last chapter and shown
in Figure 3-14. Take a minute and carefully read the requirements definition. Iden-
tify the major use cases that you think need additional definition before you con-
tinue reading.

It is important that you think about the use cases before you read what we
have to say about them. So, if you haven’t tried to do this, take five minutes now
and do it. We’ll wait.

The information in the functional requirements definition sometimes just
flows into the use cases, but it usually requires some thought as to how to structure
the use cases. After you read the requirements definition, you may be tempted to
identify use cases that correspond directly to the requirement categories, such as
(1) search and browse, (2) purchase, and (3) promote. However, creating an event-
response list helps to clarify the number and scope of the use cases. (See Figure 4-8.)

4-1 Campus HousInG

TURN

Create a set of use cases for the fol-
lowing high-level requirements in a housing system run by
the Campus Housing Service. The Campus Housing Ser-
vice helps students find apartments. Owners of apart-
ments fill in information forms about the rental units they
have available (e.g., location, number of bedrooms,
monthly rent), which are entered into a database. Stu-
dents can search through this database via the Web to
find apartments that meet their needs (e.g., a two-bed-

room apartment for $800 or less per month within 1/5
mile of campus). They then contact the apartment owners
directly to see the apartment and possibly rent it. Apart-
ment owners call the service to delete their listing when
they have rented their apartment(s).

In building the major use cases, follow the four-step
process: |dentify the use cases, identify the steps within
them, identify the elements within the steps, and confirm
the use cases.
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IN ACTION

Several years ago, a wellknown
national real estate company built a computer-based sys-
tem to help its real estate agents sell houses more quickly.
The system, which worked in many ways like an early
version of realtor.com, enabled its agents to search the
database of houses for sale to find houses matching the
buyer's criteria using a much easier interface than the tra-
ditional system. The system also enabled the agent to
show the buyer a virtual tour of selected houses listed by
the company itself. It was believed that by more quickly
finding a small set of houses more closely matching the
buyer's desires, and by providing a virtual tour, the buy-
ers (and the agent) would waste less time looking at
unappealing houses. This would result in happier buyers
and in agents who were able to close sales more quickly,
leading to more sales for the company and higher com-
missions for the agent.

The system was designed with input from agents
from around the country and was launched with great
hoopla. The initial training of agents met with a surge of
interest and satisfaction among the agents, and the pro-
ject team received many congratulations.

Six months later, satisfaction with the system had
dropped dramatically, absenteeism had increased by

300%, and agents were quitting in record numbers;
turnover among agents had risen by 500%, and in exit
inferviews, many agents mentioned the system as the pri-
mary reason for leaving. The company responded by
eliminating the system—with great embarrassment.

One of an agent’s key skills was the ability to find
houses that match the buyer's needs. The system
destroyed the value of this skill by providing a system that
could enable less skilled agents to perform almost as well
as highly skilled ones. Worse still—from the viewpoint of
the agent—the buyer could interact directly with the sys-
tem, thus bypassing the “expertise” of the agent.

QUESTIONS:

1. How were the problems with the system missed?

2. How might these problems have been foreseen and
possibly avoided?

3. In perfect hindsight, given the widespread availability
of such systems on the Internet today, what should the
company have done?

Source: “The Hidden Minefields in Sales Force Automation
Technologies,” Journal of Marketing, July 2002, by C. Speier
and V. Venkatesh.

Thinking carefully about these requirements, we can see that there are three
significant triggering events: A customer arrives at the site to search and/or
browse music selections; a customer selects a tune to download and buy; and the
marketing department wishes to create special promotions. Let’s look at each
event in turn.

When a customer arrives at the site, he or she will normally browse a prede-
fined category of music (1.1) or enter a search for a particular title, artist, or genre
of music (1.2). If the customer has visited the site and created entries on a Favorites
list or has purchased any tunes in the past, the display of tunes on the site will be
tailored to the customer’s interests (3.1, 3.3). The customer may select one or more
music samples to which to listen (1.3, 3.1). The customer may add tunes to his
Favorites list at any time (1.4). As you can see, this event encompasses requirements
from both category 1 and category 3.

The second event, a customer triggering the purchase process, is kept sepa-
rate from the search and browse event, although both events involve the customer.
Purchasing involves gathering information about the customer (2.1), the music
selection (2.2), and the method of payment (2.1, 2.3) and verifies the payment infor-
mation (2.4) before the download process is triggered.

Finally, on a periodic basis, customer Favorites lists and purchase records are
reviewed by the marketing department so that promotions and Web specials can be
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FIGURE 4-8
Tune Source Event-Response List

Response Requirements
Customer searches and browses  New entries in Favorites list and/or 1.1, 1.2, 1.3, 1.4,
Web site. interests. 3.1, 3.3
Music is selected for purchase. Purchase and download transaction 2.1, 2.2, 2.3, 2.4
is complefed.
Promotions are created. Promotions are created for customers. 3.2, 3.4

developed (3.2). Targeted promotions are created for when customers revisit the
site (3.3). Specific e-mails will be directed to customers, offering additional special
promotions (3.4).

The project team felt satisfied that three use cases were sufficient to capture
the major events associated with version 1 of the new system. These use cases were
named search and browse tunes, purchase tunes, and promote tunes. The names
were chosen because they describe how the system handles each of the events.
Notice too that each use case name begins with a verb because the use case
describes the act of doing something.

The project team then began to gather additional information to define each
use case more completely. This was done on the basis of the results of the earlier
analyses described in Chapter 3, as well as through the JAD sessions held with
Carly, members of her marketing staff, plus some store managers and staff who are
familiar with Tune Source’s existing Web-based sales system.

For each use case, the primary actor, trigger, and major input and outputs were
identified. For the Search and Browse Tunes use case, the primary input is the cus-
tomer’s request for tunes based on title, artist, or genre. Customers select tunes so
that they can listen to samples, automatically adding those selected tunes to a file that
tracks each customer’s interests. Customers select tunes to add to their Favorites list
as well. Finally, customers may select tunes to purchase and download.

For the Purchase Tunes use case, the tune selected to buy is a critical input.
Following the selection of a tune, the customer is asked to enter a username and
password if they have an account; otherwise, they may establish an account or just
provide customer information for the current session only. If the customer chooses
to create an account, customer details will be gathered from the customer and a new
customer record will be created. The price of the selected tune(s) is obtained from
stored tune data, and the total cost of the purchase is calculated. Payment informa-
tion will be gathered from the customer and will be stored in the customer’s account
(if there is one) or just used for the current session. Once the payment information
is verified, the customer authorizes the transaction, a new purchase record is writ-
ten to the sales file, and the tune is downloaded to the customer.

Finally, for the Promote Tunes use case, the marketing staff regularly reviews
the files of recent customer purchases and additions to the customer Favorites list. On
the basis of this review, Web promotions are created. In addition, e-mails are created
to promote sales and specials on the regular CD sales Web site and in the stores.

Note that, at this point, only the top half of each use case has been completed.
Take a moment to review the use cases (see Figure 4-9) and make sure that you
understand them. You will shortly discover (if you haven’t already) that the inputs
and outputs in the use cases in Figure 4-9 are incomplete; the users have overlooked
several important inputs and outputs. This is not a problem, because this is typical
of the way most use cases evolve.
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‘ D: 1

‘ Importance level: _High

Primary actor: Customer

Short description: This use case handles customers who search and browse the tunes on the Web site.

Trigger: Customer arrives at Web site to search and browse tune selections.

Type: / Temporal

Major Inputs
Description Source

Customer request Customer

Major Outputs
Description

Tune sample

Destination

Customer

Web promotions Targeted promotions file

New interests entry

Interests file

Customer tune selection Customer

New favorites entry

Favorites file

Selected tune to buy

Purchase Tune

use case

Use case name: Purchase Tunes

‘ D: _2

‘ Importance level: _High

Primary actor: Customer

Short description: This use case handles the purchase and download of tunes.

Trigger: Customer selects tune to buy and download.

Type: / Temporal

Major Inputs
Description Source

Selected tune to buy Search and browse

Major Outputs
Description

New customer record

Destination

Customer file

tunes use case Total cost of purchase Customer
Customer details Customer New purchase record Sales file
Tune price Tune information file Downloaded tune Customer
Payment details Customer
Use case name: Promote Tunes ‘ ID: _3 ‘ Importance level: _High

Primary actor: Marketing Department Staff

Short description: This use case handles the periodic creation of targeted promotions.

Trigger: Time for marketing department to update current promotions/specials.

Type: External /

Major Inputs Major Outputs

Description Source Description Destination

Customer favorites Favorites file New Web promotions Targeted promotions file
Customer purchases Sales file Promotional e-mails Customer

FIGURE 4-9

Tune Source Use Cases with Major Inputs and Qutputs
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Identifying the Major Steps for Each Use Case

The next step is to define the major steps for each use case. The goal at this point
is to describe how the use case operates. In this example, we will elaborate on the
two customer-oriented use cases: Search and Browse Tunes and Purchase Tunes.
The best way to begin to understand how the customer works through these use
cases is to visualize yourself browsing a sales-oriented Web site, searching for par-
ticular items, investigating specific items further, finally making a decision to buy,
and completing the purchase. The techniques of visualizing your interaction with
the process and thinking about how other systems work (informal benchmarking)
are important techniques that help analysts and users understand how processes
work and how to write the use cases. Both visualization and informal benchmark-
ing are commonly used in practice.

After you connect to the Web site, you may browse through the categories
of selections that are featured on the page. You also are likely to enter some kind
of search based upon a search term for a specific artist, title, or genre. The site
then displays a list of tunes matching your search, along with some basic infor-
mation about the tune, including its download price. If one of the tunes is of inter-
est, you may choose to listen to the sample. If you like what you hear, but are not
ready to buy, you may add the tune to your Favorites list so that you don’t lose
track of it. If you are ready to buy, you signal that decision, usually by placing the
item in a “shopping cart.” You can continue to browse and search, adding more
tunes to your shopping cart, or you may be ready to complete the purchase and
“check out.”

To actually purchase the tune(s) you have selected, you have several choices.
If you are a regular Tune Source customer, you may want to create a customer
account that keeps track of your name, address, phone, e-mail, etc., and (optionally)
saves the credit card information you'd like to use for your purchases. If you have
an account, the use case allows you to access it with your username and password.
If you do not have an account, you can set one up. Alternatively, you can purchase
your selected tune(s) without creating a customer account. The use case accommo-
dates any of these options. Next, you can use the saved payment information or
enter new payment information. Once you have confirmed the purchase, the use
case validates the credit card information, charges your credit card, and releases the
tune(s) for download.

Figure 4-10 shows these two use cases with the added steps we have just
described. For completeness, use case 3 is also included.

Identifying the Elements within Steps

The next step is to add more detail to the steps by identifying their inputs and out-
puts. This means identifying what inputs are needed to complete the step (e.g.,
information, forms, reports) and what outputs are produced by each step. As we
noted earlier, it is common for users to discover that there are major inputs and out-
puts that were forgotten on the first attempt to complete the use case, and Tune
Source is no exception.

Look at the second step in the Search and Browse Tunes use case in Figure 4-10.
We can see that a customer request initiates a search, but we didn’t include as an
input the list of tunes that we have available. Clearly, we need this list to search for
matches to the customer request. In Figure 4-11, we have corrected this error and
have completed the inflows and outflows from all the steps.



FIGURE 4-10
Tune Source Use Cases with
Major Steps Added

Use case name: Search and Browse Tunes ID:

1 Importance level: _High

Primary actor:  Customer

Short description: This use case handles customer who search and browse the tunes on the Web site.

Trigger: Customer arrives at Web site to search and browse tune selections.

Type: / Temporal

Major Inputs

Major Outputs

Description Source Description Destination
Customer request Customer Tune sample Customer
Web promotions Targeted promotions file New interests entry interests file
New favorites entry Favorites file
Customer tune selection Customer Selected tune to buy Purchase Tune
Use case

Major Steps Performed:

1) Customer enters Web site, If not a first-time
visitorload Web customization, using Targeted
Promotions.

2) Customer enters search request.

3) Customer selects tune
5.1t listen to sample
.2 to add to Favorites
3.3 to buy

Use case name: Purchase Tunes ID:

Information for Steps:

2 Importance level: _High

Primary actor: Customer

Short description: This use case handles the purchase and download of tunes.

Trigger: Customer selects tune to buy and download.

Type: / Temporal

Major Inputs

Major Outputs

Description Source Description Destination
Selected tune to buy Search and browse New customer record Customer file

Tune use case Total cost of purchase Customer.
Customer details Customer New purchase record Sales file
Tune price Tune information file Downloaded tune Customer
Payment details Customer

Major Steps Performed:

1) Tune is selected to buy.

2) If returning customer, access account
information.

3) If new customer, establish account if
requested; otherwise, gather customer info.

4) Obtain tune price(s) and calculate total
purchase cost.

5) Gather payment information.
6) Verify payment information.
7) Get: customer purchase confirmation.

8) Release music download.

Use case name: Promote Tunes

Information for Steps:

{ ID: _3 { Importance level: _High

Primary actor: Marketing Department Staff

Short description: This use case handles the periodic creation of targeted promotions.

Trigger: Time for marketing department to update current promotions/specials

Type: External /

Major Inputs Major Outputs

Description Source Description Destination

Customer favorites Favorites file | New Web promotions Targeted promotions file
Customer purchases Sales file Promotional e-mails Customer

Major Steps Performed:

1) Search customer favorites and customer
purchases to select promotions titles, artists, or
genres
2) Create promotional choices
3) Create email messages for regular sales on Web site
and in-stock specials

Information for Steps:
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Take a moment to read through the steps listed for both of these customer-
oriented use cases. Can you follow the steps? Do they seem logical? If you find
something that you think may be missing, remember that use cases are created with
gradual refinement, and errors and omissions can be corrected as they are discov-
ered. Also, we have purposely tried to avoid getting lost in the details. Our goal is
to include the major activities that are performed, but not necessarily every tiny
detail at this point.

Confirming the Use Case

Once all the use cases had been defined, the final step in the JAD session was to
confirm that they were accurate. The project team had the users role-play the use
cases. A few minor problems were discovered and easily fixed. The final use cases
are shown in Figure 4-11.

Use case name: Search and Browse Tunes ID: _1 Importance level: _High

Primary actor: Customer

Short description: This use case handles customers who search and browse the tunes on the Web site.

Trigger: Customer arrives at Web site to search and browse tune selections.

Type: / Temporal

Major Inputs Major Outputs
Description Source Description Destination
Customer request Customer Tune sample Customer
Web promotions Targeted promotions New interests entry Interests file
file New Favorites entry Favorites file
Tunes matching request Available tunes Selected tune to buy Purchase Tune
Customer tune selection Customer use case
Major Steps Performed: Information for Steps:

1) Customer enters Web site. If not a first-time

visitor, load Web customization, using targeted«+—————— Targeted promotions

promotions.

2) Customer enters search request. « Search request

Tunes matching
request

T Tunes matching request

3) Customer selects tune /—»Tune sample
3.1 to listen to sample »New interests record

3.2 to add to Favorites » New Favorites record

3.3 to buy

» Selected tune to buy

FIGURE 4-11

Tune Source Use Cases — Elements within Steps Added
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Use case name: Purchase Tunes ID: _2 Importance level: _High

Primary actor: Customer

Short description: This use case handles the purchase and download of tunes.

Trigger: Customer selects tune to buy and download.

Type: / Temporal

Major Inputs Major Outputs
Description Source Description Destination
Selected tune to buy Search and browse New customer record Customer file
tune use case Total cost of purchase Customer
Customer details Customer New purchase record Sales file
Customer details Customer file Downloaded tune Customer
Tune price Tune information file CC charge CC company
Payment details Customer
CC authorization CC clearinghouse
Purchase confirmation Customer

Major Steps Performed

Information for Steps

1) Tune is selected to buy. «

2) If returning customer, access account <

Selected tune

information.

Tune to buy Customer details «

Customer username and password

Customer details

3) If new customer, establish account if «

Customer details

requested; otherwise, gather customer info. —_—
New customer detail

> New customer record

4) Compute total purchase cost.«

Tune price

Total purchase cost

» Total purchase cost

5) Gather payment information.«

Tuneto purchase customer payment
buy cist de‘iaila details

M

©6) Verify payment information

Payment details

CC authorization

A

Tuneto purchase customer payment
buy cost details  details
M M v

7) Get customer purchase confirmation.«

Tuneto purchase customer verified
buy cost de&aila payment

Customer purchase confirmation

v v R New purchase record

8) Release music download.

» Downloaded tune

- L charge

FIGURE 4-11 (continued)
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YOUR 4-2 TuNe SOURrCe DiGITAL Music DOWNLOAD SYSTEM

TURN

Complete the Promote Tunes use case by adding the inputs and outputs for each step.

KEY TERMS

SUMMARY

Use Cases

A use case contains all the information needed to build one part of a process model,
expressed in an informal, simple way. A use case has a name, number, importance
level, brief description, primary actor, trigger(s), major inputs and outputs, and a
list of the major steps required to perform it. Use cases can be identified by review-
ing the functional requirements. An event-action list also is useful in identifying the
significant events that should be described in a use case.

Creating Use Cases

When writing a use case, first identify the triggering event (external or temporal)
and the primary actor. List the major inputs and outputs associated with respond-
ing to the event. Next, develop a list of the major steps involved in using the input(s)
to produce the needed output(s) and desired response(s) to the event. Now, think
more deeply about each step and identify the specific input(s) and output(s) for
every step. This may lead to the discovery of additional inputs and outputs to
include on the top of the use case form. Finally, have the users role-play the use case
to verify that it is correct as written.

Business scenario
Data flow

Event

Event-driven modeling
External trigger
Importance level

QUESTIONS

Input Temporal trigger
Iteration Trigger

Output Use case
Primary actor use case package
Role-play Viewput

Step Visualization

1. What is the purpose of developing use cases during 5. What is the purpose of stating the primary actor for

systems analysis?

the use case?

2. How do use cases relate to the requirements stated 6. Why is it important to state the importance level for
in the requirements definition? a use case?
3. Describe the elements of the use case’s basic infor- 7. What is the distinction between an external trigger

mation section.

and a temporal trigger Give two examples of each.

4. What is the purpose of the inputs and outputs sec- 8. Why do we outline the major steps performed in the

tion of the use case?

use case?
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Exercises

9. What is the purpose of an event-action list in the 12. What role does iteration play in developing use

process of developing use cases? cases?

10. Should a use case be prepared for every item on the 13. Describe the best way to validate the content of the
event-action list? Why or why not? use cases.

11. Describe two ways to handle a situation in which
there are a large number of use cases.

EXERCISES

A. Create a set of use cases for the process of buying and from their schedules, and examine the courses

glasses from the viewpoint of the patient, but do not
bother to identify the steps within each use case.
(Just complete the information at the top of the use
case form.) The first step is to see an eye doctor who
will give you a prescription. Once you have a pre-
scription, you go to a glasses store, where you select
your frames and place the order for your glasses.
Once the glasses have been made, you return to the
store for a fitting and pay for the glasses.

Create a set of use cases for the accompanying den-
tist office system, but do not bother to identify the
steps within each use case. (Just complete the infor-
mation at the top of the use case form.) When new
patients are seen for the first time, they complete a
patient information form that asks for their name,
address, phone number, and brief medical history,
which are stored in the patient information file.
When a patient calls to schedule a new appointment
or change an existing appointment, the receptionist
checks the appointment file for an available time.
Once a good time is found for the patient, the
appointment is scheduled. If the patient is a new
patient, an incomplete entry is made in the patient
file; the full information will be collected when
the patient arrives for the appointment. Because
appointments are often made far in advance, the
receptionist usually mails a reminder postcard to
each patient two weeks before the appointment.
Complete the use cases for the dentist office system
in exercise B by identifying the steps and the data
flows within the use cases.

Create a set of use cases for an online university
registration system. The system should enable the
staff of each academic department to examine the
courses offered by their department, add and
remove courses, and change the information about
them (e.g., the maximum number of students per-
mitted). It should permit students to examine cur-
rently available courses, add and drop courses to

for which they are enrolled. Department staff
should be able to print a variety of reports about the
courses and the students enrolled in them. The sys-
tem should ensure that no student takes too many
courses and that students who have any unpaid fees
are not permitted to register. (Assume that a fees
data store is maintained by the university’s financial
office, which the registration system accesses but
does not change).

Create a set of use cases for the following system: A
Real Estate, Inc. (AREI), sells houses. People who
want to sell their houses sign a contract with AREI
and provide information on their house. This infor-
mation is kept in a database by AREI, and a subset
of this information is sent to the citywide multiple
listing service used by all real estate agents. AREI
works with two types of potential buyers. Some
buyers have an interest in one specific house. In this
case, AREI prints information from its database,
which the real estate agent uses to help show the
house to the buyer (a process beyond the scope of
the system to be modeled). Other buyers seek
AREI’s advice in finding a house that meets their
needs. In this case, the buyer completes a buyer
information form that is entered into a buyer data-
base, and AREI real estate agents use its information
to search AREI’s database and the multiple listing
service for houses that meet their needs. The results
of these searches are printed and used to help the
real estate agent show houses to the buyer.

Create a set of use cases for the following system: A
Video Store (AVS) runs a series of fairly standard
video stores. Before a video can be put on the shelf,
it must be catalogued and entered into the video
database. Every customer must have a valid AVS
customer card in order to rent a video. Customers
rent videos for three days at a time. Every time a
customer rents a video, the system must ensure that
this customer does not have any overdue videos. If
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so, the overdue videos must be returned and an over-
due fee paid before the customer can rent more
videos. Likewise, if the customer has returned over-
due videos, but has not paid the overdue fee, the fee
must be paid before new videos can be rented. Every
morning, the store manager prints a report that lists
overdue videos; if a video is two or more days over-
due, the manager calls the customer to remind him
or her to return the video. If a video is returned in
damaged condition, the manager removes it from the
video database and may sometimes charge the cus-
tomer.

. Create a set of use cases for the following health
club membership system: When members join the
health club, they pay a fee for a certain length of
time. Most memberships are for one year, but mem-
berships as short as two months are available.
Throughout the year, the health club offers a variety
of discounts on its regular membership prices (e.g.,
two memberships for the price of one for Valentine’s
Day). It is common for members to pay different
amounts for the same length of membership. The
club wants to mail out reminder letters to members
asking them to renew their memberships one month
before their memberships expire. Some members
have become angry when asked to renew at a much
higher rate than their original membership contract,
so that the club wants to track the price paid so that
the manager can override the regular prices with
special prices when members are asked to renew.
The system must track these new prices so that
renewals can be processed accurately. One of the
problems in the health club industry is the high
turnover rate of members. While some members
remain active for many years, about half of the
members do not renew their memberships. This is a
major problem because the health club spends a lot
in advertising to attract each new member. The man-
ager wants the system to track each time a member
comes into the club. The system will then identify
the heavy users and generate a report so that the
manager can ask them to renew their memberships
early, perhaps offering them a reduced rate for early
renewal. Likewise, the system should identify mem-
bers who have not visited the club in more than a
month so that the manager can call them and attempt
to reinterest them in the club.

. Create a set of use cases for the following system:
Picnics R Us (PRU) is a small catering firm with five
employees. During a typical summer weekend, PRU

caters 15 picnics with 20 to 50 people each. The
business has grown rapidly over the past year, and
the owner wants to install a new computer system
for managing the ordering and buying process. PRU
has a set of 10 standard menus. When potential cus-
tomers call, the receptionist describes the menus to
them. If the customer decides to book a picnic, the
receptionist records the customer information (e.g.,
name, address, phone number, etc.) and the infor-
mation about the picnic (e.g., place, date, time,
which one of the standard menus, total price) on a
contract. The customer is then faxed a copy of the
contract and must sign and return it along with a
deposit (often by credit card or check) before the
picnic is officially booked. The remaining money is
collected when the picnic is delivered. Sometimes,
the customer wants something special (e.g., birthday
cake). In this case, the receptionist takes the infor-
mation and gives it to the owner who determines the
cost; the receptionist then calls the customer back
with the price information. Sometimes the customer
accepts the price; other times, the customer requests
some changes, which have to go back to the owner
for a new cost estimate. Each week, the owner looks
through the picnics scheduled for that weekend and
orders the supplies (e.g., plates) and food (e.g.,
bread, chicken) needed to make them. The owner
would like to use the system for marketing as well.
It should be able to track how customers learned
about PRU and identify repeat customers so that
PRU can mail special offers to them. The owner also
wants to track the picnics on which PRU sent a con-
tract, but the customer never signed the contract or
actually booked a picnic.

Create a set of use cases for the following system:
Of-the-Month Club (OTMC) is an innovative young
firm that sells memberships to people who have an
interest in certain products. People pay membership
fees for one year and each month receive a product
by mail. For example, OTMC has a coffee-of-the-
month club that sends members one pound of spe-
cial coffee each month. OTMC currently has six
memberships (coffee, wine, beer, cigars, flowers,
and computer games), each of which costs a differ-
ent amount. Customers usually belong to just one,
but some belong to two or more. When people join
OTMC, the telephone operator records the name,
mailing address, phone number, e-mail address,
credit card information, start date, and membership
service(s) (e.g., coffee). Some customers request a



double or triple membership (e.g., two pounds of
coffee, three cases of beer). The computer game
membership operates a bit differently from the oth-
ers. In this case, the member must also select the
type of game (action, arcade, fantasy/science fiction,
educational, etc.) and age level. OTMC is planning
to greatly expand the number of memberships it
offers (e.g., video games, movies, toys, cheese, fruit,
vegetables), so the system needs to accommodate
this future expansion. OTMC is also planning to
offer three-month and six-month memberships.

Create a set of use cases for a university library bor-
rowing system. (Do not worry about catalogue
searching, etc.) The system will record the books
owned by the library and will record who has bor-
rowed what books. Before someone can borrow a
book, he or she must show a valid ID card that is
checked to ensure that it is still valid against the
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student database maintained by the registrar’s office
(for student borrowers), the faculty/staff database
maintained by the personnel office (for faculty/staff
borrowers), or against the library’s own guest data-
base (for individuals issued a “guest” card by the
library). The system must also check to ensure that
the borrower does not have any overdue books or
unpaid fines before he or she can borrow another
book. Every Monday, the library prints and mails
postcards to those people with overdue books. If a
book is overdue by more than two weeks, a fine will
be imposed and a librarian will telephone the bor-
rower to remind him or her to return the book(s).
Sometimes books are lost or are returned in dam-
aged condition. The manager must then remove
them from the database and will sometimes impose
a fine on the borrower.

1. Williams Specialty Company is a small printing and

engraving organization. When Pat Williams, the owner,
brought computers into the business office eight years
ago, the business was very small and very simple. Pat
was able to utilize an inexpensive PC-based accounting
system to handle the basic information processing
needs of the firm. As time has gone on, however, the
business has grown and the work being performed has
become significantly more complex. The simple
accounting software still in use is no longer adequate to
keep track of many of the company’s sophisticated
deals and arrangements with its customers.

Pat has a staff of four people in the business office
who are familiar with the intricacies of the company’s
record-keeping requirements. Pat recently met with her
staff to discuss her plan to hire an IS consulting firm to
evaluate their information system needs and recom-
mend a strategy for upgrading their computer system.

The staff are excited about the prospect of a new sys-
tem, since the current system causes them much aggra-
vation. No one on the staff has ever done anything like
this before, however, and they are a little wary of the
consultants who will be conducting the project.

Assume that you are a systems analyst on the con-
sulting team assigned to the Williams Specialty Co.
engagement. At your first meeting with the Williams
staff, you want to be sure that they understand the work
that your team will be performing and how they will
participate in that work.

a. Explain, in clear, nontechnical terms, the goals of
the analysis phase of the project.

b. Explain, in clear, nontechnical terms, how use
cases will be used by the project team. Explain
what these models are, what they represent in the
system, and how they will be used by the team.



PLANNING

ANALYSIS

Apply Requirements Analysis Techniques (Business
Process Automation, Business Process Improvement,
@ I or Business Process Reengineering)
Use Requirements Gathering Techniques (Interview,
JAD Session, Questionnaire, Document Analysis, or
Observation)
‘ Develop Requirements Definition
Develop Use Cases
[ ] Develop Data Flow Diagrams

T AS K

PLANNING / ANALYSIS ! DESIGN




CHAPTER 5

PROCESS
MODELING

process model describes business processes—the activities that people do.

Process models are developed for the as-is system and/or the to-be system. This
chapter describes data flow diagramming, one of the most commonly used process mod-
eling techniques.

OBJECTIVES

m Understand the rules and style guidelines for data flow diagrams.
m Understand the process used to create data flow diagrams.
m Be able to create data flow diagrams.
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Creating Data Flow Diagram Summary
Fragments Appendix 5A: Supplemental DFDs for
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Diagram

Creating Level 1 Data Flow
Diagrams (and Below)
Validating Data Flow Diagrams
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INTRODUCTION

The previous chapters discussed requirements activities, such as interviewing and
JAD, and how to transform those requirements into more detailed use cases. In this
chapter, we discuss how the requirements definition and use cases are further
refined into a process model. A process model is a formal way of representing how
a business system operates. It illustrates the processes or activities that are per-
formed and how data move among them. A process model can be used to document
the current system (i.e., as-is system) or the new system being developed (i.e., to-
be system), whether computerized or not.

There are many different process modeling techniques in use today. In this chap-
ter, we focus on one of the most commonly used techniques:! data flow diagramming.
Data flow diagramming is a technique that diagrams the business processes and the
data that pass among them. In this chapter, we first describe the basic syntax rules and
illustrate how they can be used to draw simple one-page data flow diagrams (DFDs).
Then we describe how to create more complex multipage diagrams.

Although the name data flow diagram (DFD) implies a focus on data, this is
not the case. The focus is mainly on the processes or activities that are performed.
Data modeling, discussed in the next chapter, presents how the data created and used
by processes are organized. Process modeling—and creating DFDs in particular—is
one of the most important skills needed by systems analysts.

In this chapter, we focus on logical process models, which are models that
describe processes, without suggesting how they are conducted. When reading a
logical process model, you will not be able to tell whether a process is computer-
ized or manual, whether a piece of information is collected by paper form or via
the Web, or whether information is placed in a filing cabinet or a large database.
These physical details are defined during the design phase when these logical
models are refined into physical models, which provide information that is
needed to ultimately build the system. (See Chapter 10.) By focusing on logical
processes first, analysts can focus on how the business should run, without being
distracted by implementation details.

In this chapter, we first explain how to read DFDs and describe their basic
syntax. Then we describe the process used to build DFDs that draws information
from the use cases and from additional requirements information gathered from the
users.

DATA FLOW DIAGRAMS

Reading Data Flow Diagrams

Figure 5-1 shows a DFD for the process of buying goods at the supermarket. By
examining the DFD, an analyst can understand the process by which customers
checkout at the supermarket. Take a moment to examine the diagram before read-
ing on. How much do you understand?

! Another commonly used process modeling technique is IDEF0. IDEFO is used extensively throughout the
U.S. Government. For more information about IDEFO0, see FIPS 183: Integration Definition for Function
Modeling (IDEF0), Federal Information Processing Standards Publications, Washington, DC: U.S. Department
of Commerce, 1993.
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Supermarket Checkout DFD

You may recognize this scenario as the use case in the previous chapter (Fig-
ure 4-1), which described the supermarket checkout process. Most people start
reading in the upper left corner of the DFD, so this is where most analysts try to
make the DFD begin, although this is not always possible. The first item in the
upper left corner of Figure 5-1 is the “Customer” external entity, which is a rectan-
gle that represents individual customers who are buying things at the supermarket.
This symbol has three arrows pointing away from it to rounded rectangular sym-
bols. These arrows represent data flows and show that the external entity (Cus-
tomer) provides three “bundles” of data to processes that use the data. Now look
again at Figure 4-1 and notice that these same data bundles are listed as Major
Inputs in the use case, with the source listed as the Customer. Also, there are two
arrows coming in to the Customer external entity from the rounded rectangles, rep-
resenting bundles of data that the processes produce to flow back to the customer.
These data bundles are listed under Major Outputs in the use case (Figure 4-1), with
the destination listed as the Customer.
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Now look at the arrow that flows in to the “Determine total due” process from
the right side. In order to determine the total amount you owe, the process has to
retrieve some information from storage. The open-ended rectangle labeled “Items” is
called a data store, and it represents a collection of stored data. The “Determine total
due” process uses an item’s UPC to find the item’s price and description and to deter-
mine whether it is subject to sales tax from stored data about the item. Notice that
“Item details” is listed as a Major Input on the use case (Figure 4-1), with the source
listed as the Item data store. Now, still referring to Figure 4-1, notice that every Major
Input listed in the use case flows in to a process from an external entity or stored data
(noted by the source). Also notice that every Major Output listed in the use case flows
out to a destination (an external entity or data storage) on the data flow diagram.

Now look more closely at the Major Steps Performed section of the use case.
You can see that four major steps are listed in the use case, and you can also see
four process symbols on the data flow diagram. On the DFD (Figure 5-1), as you
follow the arrow “Item UPC” from the Customer to the “Determine total due”
process, imagine each item in your shopping cart, at the checkout lane, being passed
over the scanner, which reads the UPC. After all items are scanned, the “Total due”
data flow informs you of the total amount you owe for the items you are buying.
Now look at the description on the use case (Figure 4-1) for the first step and notice
how the use case describes that process in words. Notice also how the “Information
for Steps” section of the use case lists the data elements that are either used or pro-
duced by each step, corresponding to the inflows and outflows from each process
symbol on the data flow diagram (Figure 5-1).

Look at the other three process symbols in the DFD and examine the flows
into and out of each process. On the basis of the data flowing in and flowing out,
try to understand what the process is doing. Check your understanding by looking
at the Major Steps Performed and Information for Steps in the use case.

You probably recognized that the “Process payment” process receives the cus-
tomer payment and handles that payment appropriately, according to its type. Some
payments must be electronically validated, and a “Clearinghouse” entity represents
the agencies that electronically validate checks, debit cards, and credit cards. Some
payments require additional customer authorization, such as entering a personal
identification number (PIN), showing an ID, or signing a form. Then, along with the
facts about the purchase and a confirmed payment, the receipt can be printed and
handed to the customer to conclude the customer’s interaction with the system. You
can also see that two additional processes are performed by the system: A record of
the entire sales transaction is created to keep track of all the facts of the sale, and
the details on the sold items are recorded in a data store so that the supermarket’s
inventory on hand can be reduced by the items that were just purchased.

Finally, you can see on the data flow diagram that sometimes a process sends
a data flow directly to another process. This is also illustrated on the use case as you
see data elements flowing between one step and another in the Major Steps Per-
formed section.

The relationships described here between the use case and the data flow diagram
are not accidental. A well-constructed use case makes developing a data flow diagram
quite straightforward. The Major Inputs and Major Outputs listed on the use case pro-
vide a list of the sources and destinations, respectively, of the inflows and outflows of
the processes. The processes themselves on the data flow diagram correspond to the
Major Steps Performed section of the use case. The Information for Steps section
shows the data flowing in or produced by each step of the use case, and these corre-
spond to the data flows that enter or leave each process on the data flow diagram.
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Elements of Data Flow Diagrams

Now that you have had a glimpse of a DFD, we will present the language of DFDs,
which includes a set of symbols, naming conventions, and syntax rules. There are four
symbols in the DFD language (processes, data flows, data stores, and external enti-
ties), each of which is represented by a different graphic symbol. There are two com-
monly used styles of symbols, one set developed by Chris Gane and Trish Sarson and
the other by Tom DeMarco and Ed Yourdon? (Figure 5-2). Neither is better than the
other; some organizations use the Gane and Sarson style of symbols, and others use
the DeMarco/Yourdon style. We will use the Gane and Sarson style in this book.

Process A process is an activity or a function that is performed for some specific
business reason. Processes can be manual or computerized. Every process should
be named starting with a verb and ending with a noun (e.g., “Determine total due”).

2 See Chris Gane and Trish Sarson, Structured Systems Analysis: Tools and Techniques, Englewood Cliffs,
NIJ: Prentice Hall, 1979; Tom DeMarco, Structured Analysis and System Specification, Englewood Cliffs,
NIJ: Prentice-Hall, 1979; and E. Yourdon and Larry L. Constantine, Structured Design: Fundamentals of a
Discipline of Computer Program and Systems Design, Englewood Cliffs, NJ: Prentice-Hall, 1979.
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Names should be short, yet contain enough information so that the reader can easily
understand exactly what they do. In general, each process performs only one activity,
so most system analysts avoid using the word “and” in process names because it sug-
gests that the process performs several activities. In addition, every process must have
at least one input data flow and at least one output data flow.

Figure 5-2 shows the basic elements of a process and how they are usually
named in CASE tools. Every process has a unique identification number, a name,
and a description, all of which are noted in the CASE repository. Descriptions
clearly and precisely describe the steps and details of the processes; ultimately, they
are used to guide the programmers who need to computerize the processes (or the
writers of policy manuals for noncomputerized processes). The process descrip-
tions become more detailed as information is learned about the process through the
analysis phase. Many process descriptions are written as simple text statements
about what happens. More complex processes use more formal techniques such as
structured English, decision tables, or decision trees, which are discussed in a later
section.

Data Flow A data flow is a single piece of data (e.g., item UPC) (sometimes called
a data element), or a logical collection of several pieces of information (e.g., pur-
chase receipt). Every data flow should be named with a noun. The description of a
data flow lists exactly what data elements the flow contains. For example, the pay-
ment details data flow can list the payment type, payment amount, and account
number as its data elements.

Data flows are the glue that holds the processes together. One end of every
data flow will always come from or go to a process, with the arrow showing the
direction into or out of the process. Data flows show what inputs go into each
process and what outputs each process produces. Every process must create at least
one output data flow, because if there is no output, the process does not do anything.
Likewise, each process has at least one input data flow, because it is difficult, if not
impossible, to produce an output with no input.

Data Store A data store is a collection of data that is stored in some way (which
is determined later when creating the physical model). Every data store is named
with a noun and is assigned an identification number and a description. Data stores
form the starting point for the data model (discussed in the next chapter) and are
the principal link between the process model and the data model.

Data flows coming out of a data store indicate that information is retrieved
from the data store, and data flows going into a data store indicate that information
is added to the data store or that information in the data store is changed. Whenever
a process updates a data store (e.g., by retrieving a record from a data store, chang-
ing it, and storing it back), we document both the data coming from the data store
and the data written back into the data store.

All data stores must have at least one input data flow (or else they never con-
tain any data), unless they are created and maintained by another information sys-
tem or on another page of the DFD. Likewise, they have at least one output data
flow on some page of the DFD. (Why store data if you never use it?) In cases in
which the same process both stores data and retrieves data from a data store, there
is a temptation to draw one data flow with an arrow on both ends. This practice is
incorrect, however. The data flow that stores data and the data flow that retrieves
data should always be shown as two separate data flows.
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External Entity  An external entity is a person, organization, or system that is exter-
nal to the system, but interacts with it (e.g., customer, clearinghouse, government
organization, accounting system). The external entity typically corresponds to the
primary actor identified in the use case. External entities provide data to the system
or receive data from the system, and serve to establish the system boundaries.
Every external entity has a name and a description. The key point to remember
about an external entity is that it is external to the system, but may or may not be
part of the organization.

A common mistake is to include people who are part of the system as exter-
nal entities. The people who execute a process are part of the process and are not
external to the system (e.g., data-entry clerks, order takers). The person who per-
forms a process is often described in the process description, but never on the DFD
itself. However, people who use the information from the system to perform other
processes or who decide what information goes into the system are documented as
external entities (e.g., managers, staff).

Using Data Flow Diagrams to Define Business Processes

Most business processes are too complex to be explained in one DFD. Most process
models are therefore composed of a set of DFDs. The first DFD provides a sum-
mary of the overall system, with additional DFDs providing more and more detail
about each part of the overall business process. Thus, one important principle in
process modeling with DFDs is the decomposition of the business process into a
series of DFDs, each representing a lower level of detail. Figure 5-3 shows how one
business process can be decomposed into several levels of DFDs.

Context Diagram  The first DFD in every business process model, whether a manual
system or a computerized system, is the confext diagram (see Figure 5-3). As the
name suggests, the context diagram shows the entire system in context with its envi-
ronment. All process models have one context diagram.

The context diagram shows the overall business process as just one process
(i.e., the system itself) and shows the data flows to and from external entities. Data
stores usually are not included on the context diagram, unless they are “owned” by
systems or processes other than the one being documented. For example, an infor-
mation system used by the university library that records who has borrowed books
would likely check the registrar’s student information database to see whether a stu-
dent is currently registered at the university. In this context diagram, the registrar’s
student information data store could be shown on the context diagram because it is
external to the library system, but used by it. Many organizations, however, would
show this not as a data store, but as an external entity called “Registrar’s Student
Information System.”

Level 0 Diagram The next DFD is called the level 0 diagram or level 0 DFD. (See
Figure 5-3.) The level 0 diagram shows all the processes at the first level of num-
bering (i.e., processes numbered 1 through 3), the data stores, external entities, and
data flows among them. The purpose of the level 0 DFD is to show all the major
high-level processes of the system and how they are interrelated. All process models
have one and only one level 0 DFD.

Another key principle in creating sets of DFDs is balancing. Balancing means
ensuring that all information presented in a DFD at one level is accurately represented
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in the next-level DFD. This doesn’t mean that the information is identical, but that it is
shown appropriately. There is a subtle difference in meaning between these two words
that will become apparent shortly, but for the moment, let’s compare the context dia-
gram with the level 0 DFD in Figure 5-3 to see how the two are balanced. In this case,
we see that the external entities (A, B) are identical between the two diagrams and that
the data flows to and from the external entities in the context diagram (X, Y, Z) also
appear in the level 0 DFD. The level 0 DFD replaces the context diagram’s single
process (always numbered 0) with three processes (1, 2, 3), adds a data store (D1), and
includes two additional data flows that were not in the context diagram (data flow B
from process 1 to process 2; data flow A from process 2 to process 3).

These three processes and two data flows are contained within process 0. They
were not shown on the context diagram because they are the internal components of
process 0. The context diagram deliberately hides some of the system’s complexity in
order to make it easier for the reader to understand. Only after the reader understands
the context diagram does the analyst “open up” process 0 to display its internal oper-
ations by decomposing the context diagram into the level 0 DFD, which shows more
detail about the processes and data flows inside the system.

Level 1 Diagrams In the same way that the context diagram deliberately hides
some of the system’s complexity, so, too, does the level 0 DFD. The level 0 DFD
shows only how the major high-level processes in the system interact. Each process
on the level 0 DFD can be decomposed into a more explicit DFD, called a level 1
diagram, or level 1 DFD, which shows how it operates in greater detail. The DFD
illustrated in Figure 5-1 is a level 1 DFD.

In general, all process models have as many level 1 diagrams as there are
processes on the level 0 diagram; every process in the level 0 DFD would be decom-
posed into its own level 1 DFD, so the level 0 DFD in Figure 5-3 would have three level
1 DFDs (one for process 1, one for process 2, one for process 3). For simplicity, we
have chosen to show only one level 1 DFD in this figure, the DFD for process 2. The
processes in level 1 DFDs are numbered on the basis of the process being decomposed.
In this example, we are decomposing process 2, so the processes in this level 1 DFD
are numbered 2.1, 2.2, and 2.3.

Processes 2.1, 2.2, and 2.3 are the children of process 2, and process 2 is the
parent of processes 2.1, 2.2, and 2.3. These three children processes wholly and
completely make up process 2. The set of children and the parent are identical; they
are simply different ways of looking at the same thing. When a parent process is
decomposed into children, its children must completely perform all of its functions,
in the same way that cutting up a pie produces a set of slices that wholly and com-
pletely make up the pie. Even though the slices may not be the same size, the set of
slices is identical to the entire pie; nothing is omitted by slicing the pie.

Once again, it is very important to ensure that the level 0 and level 1 DFDs
are balanced. The level 0 DFD shows that process 2 accesses data store D1, has two
input data flows (B, M), and has three output data flows (A, N, and Y). A check of
the level 1 DFD shows the same data store and data flows. Once again, we see that
five new data flows have been added (C, G, H, J, K) at this level. These data flows
are contained within process 2 and therefore are not documented in the level 0
DFD. Only when we decompose or open up process 2 via the level 1 DFD do we
see that they exist.

The level 1 DFD shows more precisely which process uses the input data flow
B (process 2.1) and which produces the output data flows A and Y (process 2.3).
Note, however, that the level 1 DFD does not show where these data flows come
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from or go to. To find the source of data flow B, for example, we have to move up
to the level 0 DFD, which shows data flow B coming from external entity B. Like-
wise, if we follow the data flow from A up to the level 0 DFD, we see that it goes
to process 3, but we still do not know exactly which process within process 3 uses
it (e.g., process 3.1, 3.2). To determine the exact source, we would have to examine
the level 1 DFD for process 3.

This example shows one downside to the decomposition of DFDs across mul-
tiple pages. To find the exact source and destination of data flows, one often must fol-
low the data flow across several DFDs on different pages. Several alternatives to this
approach to decomposing DFDs have been proposed, but none is as commonly used
as the “traditional” approach. The most common alternative is to show the source and
destination of data flows to and from external entities (as well as data stores) at the
lower level DFDs. The fact that most data flows are to or from data stores and exter-
nal entities, rather than processes on other DFD pages, can significantly simplify the
reading of multiple page DFDs. We believe this to be a better approach, so when we
teach our courses, we show external entities on all DFDs, including level 1 DFDs and
below.

Level 2 Diagrams The bottom of Figure 5-3 shows the next level of decomposi-
tion: a level 2 diagram, or level 2 DFD, for process 2.2. This DFD shows that
process 2.2 is decomposed into three processes (2.2.1, 2.2.2, and 2.2.3). The
level 1 diagram for process 2.2 shows interactions with data store D1, which we
see in the level 2 DFD as occurring in process 2.2.3. Likewise, the level 2 DFD
for 2.2 shows two input data flows (H, K) and two output data flows (C, G),
which we also see on the level 2 diagram, along with several new data flows (Q, R, S).
The two DFDs are therefore balanced.

It is sometimes difficult to remember which DFD level is which. It may help
to remember that the level numbers refer to the number of decimal points in the
process numbers on the DFD. A level 0 DFD has process numbers with no decimal
points (e.g., 1, 2), whereas a level 1 DFD has process numbers with one decimal
point (e.g., 2.3, 5.1), a level 2 DFD has numbers with two decimal points (e.g.,1.2.5,
3.3.2), and so on.

Alternative Data Flows Suppose that a process produces two different data flows
under different circumstances. For example, a quality-control process could produce
a quality-approved widget or a defective widget, or our credit card authorization
request could produce an “approved” or a “rejected” result. How do we show these
alternative paths in the DFD? The answer is that we show both data flows and use
the process description to explain that they are alternatives. Nothing on the DFD
itself shows that the data flows are mutually exclusive. For example, process 2.1 on
the level 1 DFD produces three output data flows (H, J, K). Without reading the text
description of process 2.1, we do not know whether these are produced simultane-
ously or whether they are mutually exclusive.

Process Descriptions

The purpose of the process descriptions is to explain what the process does and pro-
vide additional information that the DFD does not provide. As we move through the
SDLC, we gradually move from the general text descriptions of requirements into
more and more precise descriptions that are eventually translated into very precise
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programming languages. In most cases, a process is straightforward enough that the
requirements definition, a use case, and a DFD with a simple text description
together provide sufficient detail to support the activities in the design phase. Some-
times, however, the process is sufficiently complex that it can benefit from a more
detailed process description that explains the logic which occurs inside the process.
Three techniques are commonly used to describe more complex processing logic:
structured English, decision trees, and decision tables. Very complex processes may
use a combination of structured English and either decision trees or decision tables.

Structured English uses short sentences to describe the work that a process
performs. Decision trees display decision logic (IF statements) as a set of nodes
(questions) and branches (answers). Decision tables represent complex policy deci-
sions as rules that link various conditions with actions. Since these techniques are
commonly discussed in programming texts, we will not elaborate on them here.
They are useful to the systems analyst in conveying the proper understanding of
what goes on “inside” a process.

CREATING DATA FLOW DIAGRAMS

Data flow diagrams start with the information in the use cases and the requirements
definition. Although the use cases are created by the users and project team work-
ing together, the DFDs typically are created by the project team and then reviewed
by the users. Generally speaking, the set of DFDs that make up the process model
simply integrates the individual use cases (and adds in any processes in the require-
ments definition not selected as use cases). The project team takes the use cases and
rewrites them as DFDs. However, because DFDs have formal rules about symbols
and syntax that use cases do not, the project team sometimes has to revise some of
the information in the use cases to make them conform to the DFD rules. The most
common types of changes are to the names of the use cases that become processes
and the inputs and outputs that become data flows. The second most common type
of change is to combine several small inputs and outputs in the use cases into larger
data flows in the DFDs (e.g., combining three separate inputs, such as “customer
name,” “customer address,” and “customer phone number,” into one data flow, such
as “customer information”).

Project teams usually use process modeling tools or CASE tools to draw
process models. Simple tools such as Visio are just fancy drawing tools that work
like PowerPoint in that they do not understand the syntax or the meaning of DFD
elements. Other process modeling tools such as BPWin understand the DFD and
can perform simple syntax checking to make sure that the DFD is at least somewhat
correct. A full CASE tool, such as Visible Analyst Workbench, provides many capa-
bilities in addition to process modeling (e.g., data modeling as discussed in the next
chapter). CASE tools tend to be complex, and while they are valuable for large and
complex projects, they often cost more than they add for simple projects. Figure 5-4
shows a sample screen from the Visible Analyst CASE tool.

Building a process model that has many levels of DFDs usually entails sev-
eral steps. Some analysts prefer to begin process modeling by focusing first on the
level 0 diagram. We have found it useful to first build the context diagram showing
all the external entities and the data flows that originate from or terminate in them.
Second, the team creates a DFD fragment for each use case that shows how the use
case exchanges data flows with the external entities and data stores. Third, these
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FIGURE 5-4
Entering Data Flow Diagram Processes in a Computer-Aided Software Engineering Tool

DFD fragments are organized into a level 0 DFD. Fourth, the team develops level 1
DFDs, based on the steps within each use case, to better explain how they operate.
In some cases, these level 1 DFDs are further decomposed into level 2 DFDs, level 3
DFDs, level 4 DFDs, and so on. Fifth, the team validates the set of DFDs to make
sure that they are complete and correct.

In the following sections, process modeling is illustrated with the Holiday
Travel Vehicles information system.

Creating the Context Diagram

The context diagram defines how the business process or computer system inter-
acts with its environment—primarily the external entities. To create the context
diagram, you simply draw one process symbol for the business process or system
being modeled (numbered 0 and named for the process or system). You read
through the use cases and add the inputs and outputs listed at the top of the form,
as well as their sources and destinations. Usually, all the inputs and outputs will
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come from or go to external entities such as a person, organization, or other infor-
mation system. If any inputs and outputs connect directly to data stores in an
external system, it is best practice to create an external entity which is named for
the system that owns the data store. None of the data stores inside the
process/system that are created by the process or system itself are included in the
context diagram, because they are “inside” the system. Because there are some-
times so many inputs and outputs, we often combine several small data flows into
larger data flows.

Figure 5-5 shows the context diagram for the Holiday Travel Vehicles system.
Take a moment to review this system as described in Chapter 4 and review the use
cases in Figure 4-7. You can see from the Major Inputs and Outputs sections in the
Figure 4-7 use cases that the system has many interactions with the Customer exter-
nal entity. We have simplified these inflows and outflows to just four primary data
flows on the context diagram. If we had included each small data flow, the context
diagram would become too cluttered. The smaller data flows will become evident
as we decompose the context diagram into more detailed levels. Notice that we have
established three external entities to represent parts of the Holiday Travel Vehicle
organization which receive information from or supply information to this system.
Payments flow to the bookkeeping department, and shop work orders flow to the
shop. The company owner or manager provides information to the system. Finally,
we place orders for new vehicles with our vehicle manufacturers, who then supply
the dealership with the requested vehicles.

Creating Data Flow Diagram Fragments

A DFD fragment is one part of a DFD that eventually will be combined with other
DFD fragments to form a DFD diagram. In this step, each use case is converted into

Customer
,7 information—l
information received
Payments —— Holid ___ Customer
olida
Customer |« Completed Trallvely payments
salesF.cor:tract Vehicles Work orders —»
nal ~ ____ System Trade-in
sales contract — value
T Shop
Vehicle Offer
orders decisions
Vehicle _ Ordered
Manufacturer vehicles
Vehicle Owner/
needs Manager
| I
FIGURE 5-5

Holiday Travel Vehicles Confext Diagram
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one DFD fragment. You start by taking each use case and drawing a DFD fragment,
using the information given on the top of the use case: the name, ID number, and
major inputs and outputs. The information about the major steps that make up each
use case is ignored at this point; it will be used in a later step. Figure 5-6 shows a
use case and the DFD fragment that was created from it.

Use case name: Create an Offer ‘ D: _3 ‘ Importance level: _High

Primary actor: Customer

Short description: This use case describes the process of handling customer offers.

Trigger: Customer decides to make an offer on a vehicle.

Type: Temporal

Major Inputs Major Outputs
Description Source Description Destination
Customer hame Customer Signed offer form Accepted offer
Offer price Customer use case
New vehicle info New vehicle Rejected offer Salesperson's
record personal file
Dealer options Customer
Trade-in value Used vehicle
manager
Trade-in value estimates Green book
Offer
decision
Owner/
[ Manager
— Name ——— Trade-in
— Offer price ——» +— value

Customer Trade-in
| ) icle i New vehicles
i —
— Dealer options —»  Ceate offer Vehicle info —m
Trade-in value
estimates I:Ii Green book

Rejected
offer

Accepted To Process 4:
offer — > Process

Accepted Offer

Salesperson ¢—
offer file

FIGURE 5-6
Holiday Travel Vehicles Process 3 DFD Fragment
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Once again, some subtle, but important changes are often made in converting
the use case into a DFD. The two most common changes are modifications to the
process names and the addition of data flows. There were no formal rules for use
case names, but there are formal rules for naming processes on the DFD. All
process names must be a verb phrase—they must start with a verb and include a
noun. (See Figure 5-2.) Not all of our use case names are structured in this way, so
we sometimes need to change them. It is also important to have a consistent view-
point when naming processes. For example, the DFD in Figure 5-6 is written from
the viewpoint of the dealership, not of the customer. All the process names and
descriptions are written as activities that the staff performs. It is traditional to
design the processes from the viewpoint of the organization running the system, so
this sometimes requires some additional changes in names.

The second common change is the addition of data flows. Use cases are written
to describe how the system interacts with the user. Typically, they do not describe how
the system obtains data, so the use case often omits data flows read from a data store.
When creating DFD fragments, it is important to make sure that any information
given to the user is obtained from a data store. The easiest way to do this is to first
create the DFD fragment with the major inputs and outputs listed at the top of the use
case and then verify that all outputs have sufficient inputs to create them.

There are no formal rules covering the layout of processes, data flows, data stores,
and external entities within a DFD. They can be placed anywhere you like on the page;
however, because we in Western cultures tend to read from top to bottom and left to
right, most systems analysts try to put the process in the middle of the DFD fragment,
with the major inputs starting from the left side or top entering the process and outputs
leaving from the right or the bottom. Data stores are often written below the process.

Take a moment and draw a DFD fragment for the two other use cases shown
in Figure 4-7 (Accepted Offer and Customer Takes Delivery). We have included
possible ways of drawing these fragments in Figure 5-7. (Don’t look until you’ve
attempted the drawings on your own!) For completeness, we have also included
fragments for the more simple events of this system in Appendix A of this chapter.
Remember that we did not elaborate on the events of Ordering New Vehicles,
Receiving New Vehicles, or Accepting Trade-Ins with use cases, because these are
not complex events. Even so, they will need to be incorporated into our system, and
we have drawn the DFD fragments for them now.

Creating the Level 0 Data Flow Diagram

Once you have the set of DFD fragments (one for each of the major use cases), you
simply combine them into one DFD drawing that becomes the level 0 DFD. As men-
tioned earlier, there are no formal layout rules for DFDs. However, most systems
analysts try to put the process that is first chronologically in the upper left corner of
the diagram and work their way from top to bottom, left to right (e.g., Figure 5-1).
Generally speaking, most analysts try to reduce the number of times that data flow
lines cross or to ensure that when they do cross, they cross at right angles so that
there is less confusion. (Many give one line a little “hump” to imply that one data
flow jumps over the other without touching it.) Minimizing the number of data flows
that cross is challenging.

Iteration is the cornerstone of good DFD design. Even experienced analysts
seldom draw a DFD perfectly the first time. In most cases, they draw it once to
understand the pattern of processes, data flows, data stores, and external entities
and then draw it a second time on a fresh sheet of paper (or in a fresh file) to make
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FIGURE 5-7
Additional DFD Fragments for
Holiday Travel Vehicles
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it easier to understand and to reduce the number of data flows that cross. Often, a
DFD is drawn many times before it is finished.

Figure 5-8 combines the DFD fragments in Figures 5-6 and 5-7. Take a moment
to examine Figure 5-8 and find the DFD fragments from Figures 5-6 and 5-7 con-
tained within it. You will note as you examine Figure 5-8 that there is a data flow
(Accepted Offer) shown that flows between Process 3 and Process 4. A direct flow
between processes is uncommon on a level 0 diagram, since at this level the data pro-
duced by one event-handling process normally would be stored, at least temporarily,
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Holiday Travel Vehicles Partial Level O DFD

before it is processed by another event-handling process. This issue should be evalu-
ated by the analyst and, if necessary, a new data store created that holds Accepted
Offers until process 4, Process Accepted Offer, is performed. This issue again illus-
trates the evolving nature of data flow diagrams. In Appendix 5A, we have included
a complete level 0 diagram with all six main processes incorporated into the diagram.
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Creating Level 1 Data Flow Diagrams (and Below)

The team now begins to create lower-level DFDs for each process in the level 0
DFD that needs a level 1 DFD. Each one of the use cases is turned into its own
DFD. The process for creating the level 1 DFDs is to take the steps as written on
the use cases and convert them into a DFD in much the same way as for the level 0
DFD. Usually, each step in the use case becomes a process on the level 1 DFD, with
the inputs and outputs becoming the input and output data flows. Once again, how-
ever, sometimes subtle changes are required to go from the informal descriptions in
the use case to the more formal process model, such as adding input data flows that
were not included in the use case. And because the analysts are now starting to think
more deeply about how the processes will be supported by an information system,
they sometimes slightly change the use case steps to make the process easier to use.

In some approaches to creating DFDs, no source and destination are given on
the level 1 DFD (and lower) for the inputs that come and go between external enti-
ties (or other processes outside of this process). But the source and destination of
data flows for data stores and data flows that go to processes within this DFD are
included (i.e., from one step to another in the same use case, such as “Items Pur-
chased” from process 1.1 to 1.2 in Figure 5-1). This is because the information is
redundant; you can see the destination of data flows by reading the level 0 DFD.

The problem with these approaches is that in order to really understand the
level 1 DFD, you must refer back to the level 0 DFD. For small systems that only
have one or two level 1 DFDs, this is not a major problem. But for large systems
that have many levels of DFDs, the problem grows; in order to understand the des-
tination of a data flow on a level 3 DFD, you have to read the level 2 DFD, the level 1
DFD, and the level 0 DFD—and if the destination is to another activity, then you
have to trace down in the lower-level DFDs in the other process.

We believe that including external entities in level 1 and lower DFDs dramat-
ically simplifies the readability of DFDs, with very little downside. In our work in
several dozen projects with the U.S. Department of Defense, several other federal
agencies, and the military of two other countries, we came to understand the value
of this approach and converted the powers that be to our viewpoint. Because DFDs
are not completely standardized, each organization uses them slightly differently.
So, the ultimate decision of whether or not to include external entities on level 1
DFDs is yours—or your instructor’s! In this book, we will include them.

Ideally, we try to keep the data stores in the same general position on the page
in the level 1 DFD as they were in the level 0 DFD, but this is not always possible.
We try to draw input data flows arriving from the left edge of the page and output data
flows leaving from the right edge. For example, see the level 1 DFD in Figure 5-1.

One of the most challenging design questions is when to decompose a level 1
DFD into lower levels. The decomposition of DFDs can be taken to almost any
level, so for example, we could decompose process 1.2 on the level 1 DFD into
processes 1.2.1, 1.2.2, 1.2.3, and so on in the level 2 DFD. This can be repeated to
any level of detail, so one could have level 4 or even level 5 DFDs.

There is no simple answer to the “ideal” level of decomposition, because it
depends on the complexity of the system or business process being modeled. In gen-
eral, you decompose a process into a lower-level DFD whenever that process is suf-
ficiently complex that additional decomposition can help explain the process. Most
experts believe that there should be at least three, and no more than seven to nine,
processes on every DFD, so if you begin to decompose a process and end up with only
two processes on the lower-level DFD, you probably don’t need to decompose it.
There seems little point in decomposing a process and creating another lower-level
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DFD for only two processes; you are better off simply showing two processes on the
original higher level DFD. Likewise, a DFD with more than nine processes becomes
difficult for users to read and understand, because it is very complex and crowded.
Some of these processes should be combined and explained on a lower-level DFD.

One guideline for reaching the ideal level of decomposition is to decompose
until you can provide a detailed description of the process in no more than one page
of process descriptions: structured English, decision trees, or decision tables.
Another helpful rule of thumb is that each lowest level process should be no more
complex than what can be realized in about 25-50 lines of code.

We have provided level 1 DFDs for two of the processes in the Holiday Travel
Vehicle system—Process 4, Process Accepted Offer; and Process 5, Take Delivery
of Vehicle—in Figures 5-9 and 5-10, respectively. Take a moment to compare these
diagrams with the Major Steps sections of their use cases in Figure 4-7.
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Level 1 DFD for Take Delivery of Vehicle

The process model is more likely to be drawn to the lowest level of detail
for a to-be model if a traditional development process is used (i.e., not rapid
application development [RAD]; see Chapter 2) or if the system will be built by
an external contractor. Without the complete level of detail, it may be hard to
specify in a contract exactly what the system should do. If a RAD approach,
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5-A U.S. ARmY AND MARINE CORPS BATTLEFIELD LOGISTICS

IN ACTION

Shortly after the Gulf War in 1991
(Desert Storm), the U.S. Department of Defense realized
that there were significant problems in its battlefield logis-
tics systems that provided supplies to the troops at the divi-
sion level and below. During the Gulf War, it had proved
difficult for army and marine units fighting together to
share supplies back and forth because their logistics com-
puter systems would not easily communicate. The goal of
the new system was to combine the army and marine
corps logistics systems into one system to enable units to
share supplies under battlefield conditions.

The army and marines built separate as-is process
models of their existing logistics systems that had 165
processes for the army system and 76 processes for the
marines. Both process models were developed over a 3-
month time period and cost several million dollars to build,
even though they were not intfended to be comprehensive.

| helped them develop a model for the new inte-
grated battlefield logistics system that would be used by
both services (i.e., the to-be model). The initial process
model contained 1,500 processes and went down to
level 6 DFDs in many places. It took 3,300 pages fo
print. They realized that this model was too large to be
useful. The project leader decided that level 4 DFDs was
as far as the model would go, with additional information
contained in the process descriptions. This reduced the
model to 375 processes (800 pages) and made it far
more useful. Alan Dennis

QUESTIONS:

1. What are the advantages and disadvantages to set-
ting a limit for the maximum depth for a DFD?

2. Is a level 4 DFD an appropriate limite

which involves a lot of interaction with the users and, quite often, prototypes, is
being used, we would be less likely to go to as low a level of detail, because the
design will evolve through interaction with the users. In our experience, most sys-
tems go to only level 2 at most.

There is no requirement that all parts of the system must be decomposed to
the same level of DFDs. Some parts of the system may be very complex and require
many levels, whereas other parts of the system may be simpler and require fewer.

Validating the Data Flow Diagrams

Once you have created a set of DFDs, it is important to check them for quality. Fig-
ure 5-11 provides a quick checklist for identifying the most common errors. There are
two fundamentally different types of problems that can occur in DFDs: syntax errors
and semantics errors. “Syntax,” refers to the structure of the DFDs and whether the
DFDs follow the rules of the DFD language. Syntax errors can be thought of as gram-
matical errors made by the analyst when he or she creates the DFD. “Semantics”
refers to the meaning of the DFDs and whether they accurately describe the business
process being modeled. Semantics errors can be thought of as misunderstandings by
the analyst in collecting, analyzing, and reporting information about the system.

In general, syntax errors are easier to find and fix than are semantics errors,
because there are clear rules that can be used to identify them (e.g., a process must
have a name). Most CASE tools have syntax checkers that will detect errors within
one page of a DFD in much the same way that word processors have spelling check-
ers and grammar checkers. Finding syntax errors that span several pages of a DFD
(e.g., from a level 1 to a level 2 DFD) is slightly more challenging, particularly for
consistent viewpoint, decomposition, and balance. Some CASE tools can detect
balance errors, but that is about all. In most cases, analysts must carefully and
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Within DFD

Process

Data Flow

Data Store

External Enfity

Across DFDs
Confext diagram
Viewpoint
Decomposition

Balance

Semantics

Appropriate Representation

Consistent Decomposition

Consistent Terminology

e Every process has a unique name that is an action-oriented verb phrase, a number, and a description.
e Every process has af least one input data flow.
e Every process has af least one output data flow.

e Output data flows usually have different names than input data flows because the process changes the
input info a different output in some way.

e There are between three and seven processes per DFD.

e Every data flow has a unique name that is a noun, and a description.
e Every data flow connects to at least one process.

e Data flows only in one direction (no twoheaded arrows).

e A minimum number of data flow lines cross.

e Every data sfore has a unique name that is a noun, and a description.

e Every data store has at least one input data flow (which means to add new data or change existing
dafa in the dafa store) on some page of the DFD.

e Every data sfore has af least one output data flow (which means to read data from the data store) on
some page of the DFD.

e Every external entity has a unique name that is a noun, and a description.

e Every external enfity has at least one input or output data flow.

e Every sef of DFDs must have one confext diagram.
e There is a consisfent viewpoint for the entire set of DFDs.
e Every process is wholly and completely described by the processes on ifs children DFDs.

e Every data flow, data store, and external entity on a higher level DFD is shown on the lowerlevel DFD
that decomposes it.

o User validation
e Roleplay processes
® Examine lowestlevel DFDs

e Examine names carefully

FIGURE 5-11
Data Flow Diagram Quality Checklist

painstakingly review every process, external entity, data flow, and data store on all
DFDs by hand to make sure that they have a consistent viewpoint and that the
decomposition and balance are appropriate.

Each data store is required to have at least one input and one output on some
page of the DFD. In Figure 5-10, data store D2, New Vehicles, has only outputs and
data store D4, Sold Vehicles, has only inputs. This situation is not necessarily an
error. The analyst should check elsewhere in the DFDs to find where data is written
to data store D2 or read from data store D4. All data stores should have at least one
inflow and one outflow, but the flows may not be on the same diagram, so check
other parts of the system. Another issue that arises is when the data store is utilized
by other systems. In that case, data may be added to or used by a separate system.
This is perfectly fine, but the analyst should investigate to verify that the required
flows in and out of data stores exist somewhere.
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In our experience, the most common syntax error that novice analysts make
in creating DFDs is violating the law of conservation of data.? The first part of the
law states the following:

1. Data at rest stays at rest until moved by a process.

In other words, data cannot move without a process. Data cannot go to or come
from a data store or an external entity without having a process to push it or pull it.
The second part of the law states the following:

2. Processes cannot consume or create data.

In other words, data only enters or leaves the system by way of the external enti-
ties. A process cannot destroy input data; all processes must have outputs. Drawing a
process without an output is sometimes called a “black hole” error. Likewise, a
process cannot create new data; it can transform data from one form to another, but
it cannot produce output data without inputs. Drawing a process without an input is
sometimes called a “miracle” error (because output data miraculously appear). There
is one exception to the part of the law requiring inputs, but it is so rare that most ana-
lysts never encounter it.* Figure 5-12 shows some common syntax errors.

Generally speaking, semantics errors cause the most problems in system
development. Semantics errors are much harder to find and fix because doing so
requires a good understanding of the business process. And even then, what may be
identified as an error may actually be a misunderstanding by the person reviewing
the model. There are three useful checks to help ensure that models are semanti-
cally correct. (See Figure 5-11.)

The first check to ensure that the model is an appropriate representation is to
ask the users to validate the model in a walk-through (i.e., the model is presented
to the users, and they examine it for accuracy). A more powerful technique is for
the users to role-play the process from the DFDs in the same way in which they
role-played the use case. The users pretend to execute the process exactly as it is
described in the DFDs. They start at the first process and attempt to perform it by
using only the inputs specified and producing only the outputs specified. Then they
move to the second process, and so on.

One of the most subtle forms of semantics error occurs when a process cre-
ates an output, but has insufficient inputs to create it. For example, in order to cre-
ate water (H,0O), we need to have both hydrogen (H) and oxygen (O) present. The
same is true of computer systems, in that the outputs of a process can be only com-
binations and transformations of its inputs. Suppose, for example, that we want to
record an order; we need the customer name and mailing address and the quantities
and prices for the items the customer is ordering. We need information from the
customer data store (e.g., address) and information from the items data store (e.g.,
price). We cannot draw a process that produces an output order data flow without
inputs from these two data stores. Role-playing with strict adherence to the inputs
and outputs in a model is one of the best ways to catch this type of error.

A second semantics error check is to ensure consistent decomposition,
which can be tested by examining the lowest-level processes in the DFDs. In most

3 This law was developed by Prof. Dale Goodhue at the University of Georgia.

4 The exception is a temporal process that issues a trigger output based on an internal time clock. Whenever
some predetermined period elapses, the process produces an output. The timekeeping process has no inputs
because the clock is internal to the process.
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FIGURE 5-12
Some Common Errors
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circumstances, all processes should be decomposed to the same level of detail—
which is not the same as saying the same number of levels. For example, suppose
that we were modeling the process of driving to work in the morning. One level of
detail would be to say the following: (1) Enter car; (2) start car; (3) drive away.
Another level of detail would be to say the following: (1) Unlock car; (2) sit in car;
(3) buckle seat belt; and so on. Still another level would be to say the following:
(1) Remove key from pocket; (2) insert key in door lock; (3) turn key; and so on.
None of these is inherently better than another, but barring unusual circumstances,
it is usually best to ensure that all processes at the very bottom of the model provide
the same consistent level of detail.

Likewise, it is important to ensure that the terminology is consistent through-
out the model. The same item may have different names in different parts of the
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organization, so one person’s “sales order”” may be another person’s “customer order.”
Likewise, the same term may have different meanings; for example, “ship date” may
mean one thing to the sales representative taking the order (e.g., promised date) and
something else to the warehouse (e.g., the actual date shipped). Resolving these dif-
ferences before the model is finalized is important in ensuring that everyone who
reads the model or who uses the information system built from the model has a shared
understanding.

APPLYING THE CONCEPTS AT TUNE SOURCE

Creating the Context Diagram

The project team began by creating the context diagram. They read through the top
part of the three major use cases in Figure 4-10 to find the major inputs and outputs.

The team noticed that the majority of data flow interactions are with the cus-
tomers who are using the Web site to browse music selections and make download
purchases. There will be an interaction with the credit card clearinghouse entity that
will handle payment verification and processing of purchases. Finally, although it is
not obvious from the use cases, the marketing managers will be using sales infor-
mation from the system to design and implement promotional campaigns. The team
used the major inflows and outflows from the use cases and developed the context
diagram shown in Figure 5-13.

Creating Data Flow Diagram Fragments

The next step was to create one DFD fragment for each use case. This was done by
drawing the process in the middle of the page, making sure that the process num-
ber and name were appropriate, and connecting all the input and output data flows
to it. Unlike the context diagram, the DFD fragment includes data flows to external
entities and to internal data stores.

The completed DFD fragments are shown in Figure 5-14. Before looking at
the figure, take a minute and draw them on your own. There are many good ways
to draw these fragments. In fact, there are many “right” ways to create use cases and
DFDs. Notice that on the DFD fragment for process 3 we have shown a dotted line

—— Search request —>n CC charge
Selection ———» “ authorization — Gyredit Card
Customer Customer Tune Source Clearinghouse
info Digital Music CC charge —
Payment Download
info System
T— Tune download
E-mail promotions
Sales .
patterns " m:;ﬁi::rg
Promotion
decisions

FIGURE 5-13
Tune Source Confext Diagram
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FIGURE 5-14
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inflow labeled “Time to determine promotions” into the process. Recall that we
specified that the use case, Promote Tunes, was a temporal use case, triggered when
it was time to update promotions and specials. The dotted line flow into process 3
in Figure 5-14 is sometimes referred to as a control flow and is commonly used to
represent a time-based trigger for an event.

Creating the Level 0 Data Flow Diagram

The next step was to create the level 0 DFD by integrating the DFD fragments,
which proved to be anticlimactic. The team simply took the DFD fragments and
drew them together on one piece of paper. Although it sometimes is challenging to
arrange all the DFD fragments on one piece of paper, it was primarily a mechani-
cal exercise (Figure 5-15). Compare the level 0 diagram with the context diagram

Web promotions Targeted
| Promotions
request favorites Customer
Matching New Favorites
—> Customer tunes Search and favorite
Tune Browse
sample Tunes _ New Customer _
L Selection —» Interest Interests
| | Requested
Tune Tunes Available
To Buy 1—Tune Price Tunes
Customer
account —» oG o
info charge ___ .
Customer R authorization Credit
info > Purchase Card
Payment Tunes CcC Clearinghouse
Tune info " charge
download
| Customer
info details —
- d . Sales
E-mail ime to determine .
promotions promotions New We_b site
m====s=--s-------------------  Recent promotions
i sales Customer
¥ v interests
3 e-mail
Sales I
patterns Promote
Marketing Promotion Tunes I
Managers = o isions J
FIGURE 5-15

Tune Source Level 0 DFD
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in Figure 5-13. Are the two DFDs balanced? Notice the additional detail contained
in the level 0 diagram.

A careful review of the data stores in Figure 5-15 reveals that every one has
both an inflow and an outflow, with one exception, D1:Available Tunes. D1:Avail-
able Tunes is read by two processes, but is not written to by any process shown. This
violation of DFD syntax needs to be investigated by the team because it may be a
serious oversight. As we will explain later, in this situation we need to create a
process specifically for adding, modifying, and deleting data in D1:Available Tunes.
“Administrative” processes such as this are often overlooked, as we initially focus on
business requirements only, but will need to be added before the system is complete.

Creating Level 1 Data Flow Diagrams (and Below)

The next step was to create the level 1 DFDs for those processes that could benefit
from them. The analysts started with the first use case (search and browse tunes)
and started to draw a DFD for the individual steps it contained. The steps in the use
case were straightforward, but as is common, the team had to choose names and
numbers for the processes and to add input data flows from data stores not present
in the use case. The team also discovered the omission of a data flow, customer
interests, from the use case. See Figure 5-16.

The team also developed level 1 diagrams for the other processes, using the
major steps outlined in their respective use cases. Some adjustments were made from
the steps as shown in the use cases, but the team followed the steps fairly closely. See
Figures 5-17 and 5-18, and compare them with their use cases shown in Figure 4-11.

An issue that required some thought was the transition between process 1 and
process 2, shown as a data flow called “Tune to Buy.” This flow represents one or
more music selections that the customer has decided to purchase. In thinking about
this transition, the team recognized a logical place to use a shopping cart approach.
The customer, while searching and browsing music in process 1, would place
selected tunes in a digital shopping cart. Actually paying for and downloading the
selections is handled in process 2.

A close look at Figures 5-16 and 5-17 shows no explicit mention of the shop-
ping cart as a data store; yet, obviously, we do need to store the selected tunes some-
where. It would be quite appropriate to include another data store called D7: Shop-
ping Cart, to store the tunes selected as an output from process 1.3 and an input to
process 2.3. This data store would be a temporary data store that contains data only
until the customer finishes the purchase process. Once the purchase is completed,
the temporary data store is deleted. By tradition, we do not include temporary data
stores that do not survive a transaction on the DFDs. While it is not incorrect to do
S0, it is just not the standard way of handling temporary storage requirements.

As we specified in Figure 5-2, every data store should have one or more input
data flows and one or more output data flows. A careful look at Figure 5-16,

5-1 Campus HousING

Draw a context diagram, a level O DFD, and a set of level 1 DFDs (where needed) for the cam-
pus housing use cases that you developed for the Your Turn 4-1 box in Chapter 4.
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FIGURE 5-16
Level 1 DFD for Tune Source Process 1: Search and Browse Tunes

however, reveals that D1: Available Tunes has output data flows, but no input data
flows. This data store is the main repository for the digital music library, so, clearly,
it has a central role in our system. The team will need to be sure to create an admin-
istrative process for maintaining this data store: adding new 